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1.20 (d) The normalized spectrum, G,(f)/G.(10°), appears as:

1

0.75
Gx(f)

os|
G, (10°)

.25

, - _
9100 92400 0440 96100 9.810° 140° 1.0210% 1.0410% 10640° 1.0810° 1140°

f

Applying numerical methods with Mathcad ®, the two-sided 99%
bandwidth can be found by numerical integration as:

105+ £
hpy, GAS)

[ Gr)ar

where f; 1s found to be equal to 103 kHz. Thus, the two-sided 99%
bandwidth is equal to 206 kHz.

=0.99

Since this bandwidth corresponds to the given spectrum (with
signaling rate = 10,000 symbols/s), normalizing it relative to

one symbol per second, yields the two-sided 99% bandwidth as
(206x10°/10%) = 20.6 Hz for one symbol per second, or in general
the 99% bandwidth in terms of the signaling rate, R, is 20.6xR Hz,

1.20 (¢)
35-dB Bandwidth:

35-dB attenuation —> 107° =3.16 x 10™
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2.16 (a) Assume that the L quantization levels are equally spaced
and symmetrical about zero. Then, the maximum possible quantiz-
ation noise voltage equals %2 the g volt interval between any two

neighboring levels, Also, the peak quantization noise power, N,
can be expressed as (q/2)2.

The peak signal power, S, can be designated (Vpp/2)2, where
Vep = ¥V — (=F)) 1s the peak-to-peak signal voltage, and V), is the
peak voltage.

Since there are L quantization levels and (1. — 1) intervals (each
interval corresponding to ¢ volts), we can write:

[i] :(Vppfz)zz[q(L—l)/z]z
Ny peak (q/Z)z (q/2)2

q2L2/4=
q2/4

~y I?

Thus, we need to compute how many levels, L, will yield a
(S/Nydpeax = 96 dB. We therefore write:

96dB:1010g10[NiJ ~10log,, 2
q peak

=20log,, L
L=10°""= 63,096 levels
(b) The number of bits that correspond to 63,096 levels is
¢ =[log, L|=[log,63,096|=16 bits/sample

(c) R = 16 bits/sample x 44.1 ksamples/s = 705,600 bits/s.
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3.4 M“j E@A&Z:J'A (2.41)
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3.13
Signaling with RZ pulses represents an example of orthogonal
signaling. Therefore, for coherent detection, we can use Equation

(3.71) as
Ni }‘QH 2N0]

5 A 0.01T |
10 —Q[ I, ]—Q(x)
Using Table B.1 to find x, yields x=3.1. Thus,

(000 | 7192 s, and R=52,083bitsls
2x107%
3.14

Signaling with NRZ pulses represents an example of antipodal
signaling. Therefore, for coherent detection, we can use Equation

(3.70) as
2E 24T
=
10-3 =Q{\/2Az(ii;‘56,000)}:g(x)

Using Table B.1 to find x, yields x=3.1. Thus,

P=0

FPy=0

\FA (11*’0 >0, %0) _3.1, 4°=0.268. Thus, if there were no signal

power loss, the minimum power needed would be approximately
260 mW. With a 3-dB loss, 538 mW are needed.
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3.15
The power spectral density for a random bipolar (antipodal)
sequence in Equation (1.38) 1s expressed in the form of

nfT
under the spectral plot is found by integrating as follows:

. 2
ol i

Letx = nfT; thendf =dx/nT;, and the area is:

2
2TS m[sinx} dx = 2% _
0

. 2
T, [M} , where T, is the symbol duration. The total area

g X i 2
The two-sided Nyquist minimum bandwidth extends from
| 11
IS Al
Thus, the one-sided (baseband) bandwidth is 2;, %—‘-

The sketch below illustrates the rectangular construction having
the same area as the signal power spectral density. The width

(bandwidth) of this rectangle is R; (two-sided) and Ry/2 (one-
sided), which is the same as the Nyquist minimum bandwidth
for ideal-shaped bipolar pulses.

T

0T, -UT, 0 UT, 2T,
12T, 12T,

3-13




3.16

The output of an MF is a time series, such as seen in Figure 3.7b
(e.g., a succession of increasing positive and negative correlations
to an input sine wave). Such an MF output sequence can be
equated to several correlators operating at different starting points
of the input time series. Unlike an MF, a correlator only computes
an output once per symbol time. A bank of N = 6 correlators is
shown in Figure 1, where the reference signal for the first ong is
5,(¢), and the reference for each of the others is a symbol-time-offset

copy, S{t—kT)of the first reference. It is convenient to refer to

the reference signals as templates. Since the correlator emulates a
matched filter, the "matching" is often provided by choosing each of
the s,(¢) templates to be a square-root Nyquist shaped pulse, and thus

the overall system transfer function being the product of two root-
raised cosine functions, 1s a raised cosine function. Figure 2isa
pictorial of the 6 shaped-pulse templates, each one occupying

6 symbol times, and each one offset from its staggered neighbor
(above and below) by exactly one symbol time. Each of the template
signals will be orthogonal to one another, provided that the time
offset is chosen to be an integer number of symbols.

Each correlator performs product-integration of the received
pulse sequence, ¥(¢), by using its respective template. The time-
shifted templates account for the staggered time over which each
correlator operates, That is, the first correlator processes the #(z)
waveform over the time intervals 0 to 6, then 6 to 12, and so forth.
The second correlator operates over the intervals 1 to 7, then 7 to
13, and so forth. The sixth correlator operates over the intervals
5to 11, then 11 to 17, and so forth. In Figure 1, following the bank
of correlators 1s a commutating switch connecting the correlator
outputs to a sampling switch. Startup consists of loading the
correlators with 6-symbol durations of the received waveform,
after which the commutating switch simply "sits" on the output of
each correlator for one symbol duration before moving on to the
next correlator. Even though a correlator only produces an output

3-14




at the end of a symbol time, the commutating switch acts to form a
time-series from the outputs of the staggered correlators. The
output of the commutating switch is a discrete approximation of the
demodulated raised-cosine (smeared) analog waveform seen in
Figure 3.23b. This output is now ready for sampling and detection.
The commutating switch itself can be implemented to act as the
sampling switch.

Recall that the beneficial attribute of a matched filter or correlator

is that it gathers the signal energy that is matched to its template,
yielding some peak amplitude at the end of a symbol time. Each
correlator, operating on the "smeared" signal, gathers the energy that
matches its template over 6-symbol times, and when sampled at the
appropriate time, produces an output ready to be detected.

REFERENCE s, (¢)

SIGNAL 6T
e
Jo
5{(1-T)
l “IT COMMUTES ONE
| L.. POSITION EACH
Jr SYMBOI. TIME
r(6) —» s,(¢-27) R SAMPLE |
8T 2(t) A
J o DETECT
. 2T i,
* . O or
[ ] » ~
. s (¢-57) . o
% ..- 11T
5T

Figure 1
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16 (cont’d)
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3.16 (cont’d)

For this example, Figure 3 shows the signal into the
staggered correlators. We see 6 successive views of the
smeared signal appearing as “snapshots” through a sliding
window (6-symbol times in duration).

2
0 r ) VA
Ll | |
2?5 2 4[1 10 1%
0 T T \
- ~——
_2[ | i
5 2 4_ : 10 12
0 R .
Ll ]
2 2 4 2
f e .
ol L | J
2?, i 4 ] 1 1
g
o
” 4 1 12
o I |
0 2 4 6 8 10 12

Figure 3. Time intervals processed by successive correlators

3-17




3.16 (cont’d)

For this example, Figure 4 shows the output of each
successive correlator, We see 6 successive results from
each windowed signal in Figure 3 that has here been
product-integrated with each of the staggered
templates..Note that the signal values at the successive
sampling times 6, 7, ..., 11 correspond to the PAM signal
values that had been sent.

=
Y 1

I B Y N
'-J) ——

Lo

=

=

La

%]

4 8 10 12

5 _ 2 P

0 L

i

: |
0 2 4 6 8 10 12

Figure 4. Outputs of successive correlators
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3.17

The overall (channel and system) impulse response is

) =0(H)+ad(t—T). We need a compensating (equalizing) filter
with impulse response ¢(¥) that forces 2(¢)*c(r)=38(¢) and zero
everywhere else (zero-forcing filter). The impulse response of the
equalizing filter can have the following form:

c()=c O +cdt—T)+c,5(t—2T)+c,8(t—31)+--

where {c;} are the weights or filter values at times k=0, 1, 2, 3, ...
After equalizing, the system output is obtained by convolving the
overall impulse response with the filter impulse response, as
follows:

() kc(t)=c,0(t)+ ¢80 —T)+c,0(t - 2T)+c,8(¢ 37 )+
+ o, 0t —T)+acd(t - 2T)+ac,d(t —3T) +---

We solve for the {c;} weights recursively, forcing the output to be
equal to 1 at time ¢ = 0, and to be 0 elsewhere.

| Ate= Contributionto | Let ¢y = 1 Output
output
0 Cq Cop — 1 1
r Cc1 T ey c1 +oce=0 0
C1 = —dcCy
1= —«Q
2T cy + 0y c;+ac;=0 0
¢y = — 0y
=+ OC2
3T ¢y + 0y c3 + ocp=0 0
3 = — 0y
C3 = **013
4T acy —Ot4
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Therefore, the filter impulse response is:
c(t)=8(1)~ab(t—T)+a*6(t — 2T )~ a’5(t — 3T')
And the output is:
r)=h(1)*c(t) =1x8()+ 0x (1 ~ 2T)+ Ox&(t = 3T) ~ o* x 6(¢t — 4T)
=8(r)—a*(t—4T)
The filter can be designed as a tapped delay line. The longer it is
(more taps), the more ISI terms can be forced to zero. If o = 14,
then the 4-tap filter described above has an impulse response
represented by a 1 ?lus three Os, and the resulting ISI has a

magnitude of (1/2)" = 1/256. Further ISI suppression can be
accomplished with a longer filter,

é._l_i‘_ {ﬁ_a 15...5 k;k =

] 1 -all io Fl - ’
0.1, 0.3 , 100 0.4 0,1, 0.1

0D ‘_?‘- X - 2.1._ ‘c'_’-‘

l 1% % Xy Co

0 L’X.._ ?‘, ’x.._. L e,
Solulion ﬁw ighle G, coan deed L

. . zl' Lissag ’ y

“pprteac ME;—«-E»' (3.89) . Ftio
Aebpput. :z il RoniaTomen
The Jtanld Lo '

0,871 0,259% =~o0,207 ||,
=0:3079 90,8347 06,3545 ||,
0,267 =039 0,829, ||,
- L

nnﬁ}
- s 2
e
1]
!
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%UL)} = 0.1¢1% D, 1678 o,aooo/
)

|,bao¢; 0, naao' -0, lgo'}} 0, 143

W M&' 0,180

M‘*ISI =
Sum o IST . 0,624
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3.19

Channel response: [0.01 0.02 -0.03 0.10 1.00 0.20 -0.10 0.05 0.02]
Matrix description of problem

0010 0 0 O O 0 0 O - BN

0020010 © O O O O O co 0

0030020000 0 0 0 O o© C1 0

010003 002 000 0 0 O O O c2 0

100 010003 002 001 0 0O O O C3 0

0.20 1.00 0.10 -0.03 002 001 0 O O C4 0

-0.10 020 1.00 0.10 -003 0.02 001 O O C5 0

0.05 -0.10 020 1.00 0.10 -0.03 0.02 0.0t 0 Cé o

0.02 0.05 -0.10 0.20 1.00 0.10 -0.03 002 001 | | €7 | _ 1

0 002 005.010 020 1.00 0.10 -003 0.02 | | €8] 0

0 0 002 005010 020 1.00 0.10 -0.03 | ~ 0

0O 0 ©0 002 005.010 0.20 1.00 0.10 o

0 0 ©0 0 .002 0.05-0.10 0.20 1.00 0

¢ 0 0 0 0 002005010 020 0

0 0 0 ©0 ¢ 0 002 005-0.10 0

0O 0 0 0 0 O 0 002 005 0

0 0 0 0 0 0 0 0 0.02- o

Equivalent form XC=2
. -1
Form of Solution c=(x7x) x'z
Qutput of equalized channel:

_ Solution -0.0000 —-0.0003 0.0001 0.0003 -0.0000
co 0.0038 0.0000 —0.0000 0.0024 0.9953 0.0111
& e -0.0947 0.0202 —0.0061 0.0063 —0.0024
C3| _ |-01232 —0.0011 0.0001
Ca| = |1o521 , C . .
5 .0.2225 Prior to equalization, the maximum single ISI]
32 'g'gggg magnitude was 0.2, and the sum of all the ISI
C8 | 0.0039 | magnitude contributions was 0.530.

After equalization, the maximum single ISI
magnitude is 0.0947 and the sum of all the
ISI magnitude contributions 1s 0.1450.
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3.20

B
T
4 —— ‘
& [
Gl GZ

Signals at points A, B, C, and D have units of volts (Which-
characterizes most any signal-processing device). If the
transfer function or gain of the multiplier is Gy, then its unit
are:
r(t)xs;(t)xG, = volts (point C)
Thus, volts x volts x Gy = volts
Units of G; = 1/volts

If the gain of the integrator is G,, then its units are:

volts (point C) integrated over T seconds x G, = volts (point D)
Thus, volt-seconds x G, = volts
Units of G, = 1/seconds

Therefore, the overall gain or transfer function of the
product integrator is 1/volt-seconds. We thus can view the
overall transformation as an mput energy (volt-squared
seconds) times a gain factor of 1/volt-seconds yielding
volts/volt-squared-seconds (i.e., an output voltage
proportional to energy).
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4- 6 Em(ﬁ.td-f)

]
8N = {zE
A:(t) -—_F*-e-th”.t _.é___fr -
. 2

DUTPUT OF CORRELATIR Ar ter
B =AMy
a, (ry= ;@i'rcm wt Co(ut+4) ot
=z & fj—;—.[m‘? rem(2at +4) ] ar

\E, e ¢
—E, e &

n

5';'“"9“‘3, &

WHEN ¢ =D: THE CONDITIONAL pdfs FOR A TYPICAL BINARY RECEIVER ARE

plz i szl plzl 54l

Probability

2(T)

a;-—fE_b' 0 ay = /Ep

WHERE aj AND a» REPRESENT THE SIGNAL RESPONSES OF THE MATCHED FILTER,
WHEN THERE IS NO PHASE ERROR

Pg = Q3 % Z -
B (—-56— WHERE o —ZNQ (SEE  APPENDICES B AND C)

) () ()
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WHEN @ 15 NoNZeRo

THE SIGNAL RESPONSES AT THE OLTFPLT oF TH L
MATCHED FILTER BEcomE  a, = VE ¢ Awp g = — s ;
b 7] Ced

v
y
‘.

-

¢

1

|

!

+ 1
- Ve, E,ing VE,

e e

(A) WHEN THERE IS SOME PHASE ERROR ¢ AT THE RECEIVER, THE SIGNAL RESPONSES
OF THE MATCHED FILTER BECOME ajy COS ¢ AND az COS ¢

THEN, Pg = Q { v2Ep/Ng COS 4)
FOR Ep/Ng = 9.6 dB = 9.12, AND €OS 25° = 0.9063
Pg = Q (V18.23 x 0.9063) = Q(3.87)

SINCE X >3 IN Q{X), WE CAN USE THE APPROXIMATION

5.8 x 1075

Ll

Pg = _J._exp(-z_z.) - _L_exp[-u.._&lﬁ]
X J2x 2 3.87/2n 2

(B) HOW LARGE IS ¢ FOR P, = 10737

P, = 103 - ] exp('—__x_z_); X = 3.11525
XV 25 2

vV 2Ep/Ng COS ¢ = 3.11525

C0S¢ = 3.11525/V1B.24 = 0.729567: ¢ = 43°
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4.10 (a)

A matched filter (MF) is defined as a filter whose impulse
response, A(f), is the time-reversed and delayed version of the
input signal that the filter is matched to. Thus, for a received
signal s(¢), where notse is being neglected, the form of A(z) is
h(t)=s(T —=1), where T is the time duration of the signal waveform
being matched. In order for the filter to be realizable, the output
must be delayed by the time 7 that it takes for the entire signal to
be received at the input. The discrete signal waveform, s(k), in
Figure P4.1, can be described analytically with delta functions as
s(k)=058(0)+106(1)+208(2)+308(3). Since the duration of s(k) is
three time intervals, we now represent the impulse response of a
filter (in discrete form) that is matched to s(k) as

h(k)=s(3—k)=08(3-0)+108(3-1)+208(3—2)+30 §(3—3)
=30 8(0)+20 8(1)+10 8(2)+0 8(3)
h(k)

30
20

10

L,

0 1 2 3

h{k) corresponds to the first of two time-reversals that takes place
in the matched-filter detection process. With s(k) at the input to a
filter, the ouput, z(k) is obtained from convolving s(k) with the
impulse response of the filter. For continuous signals, this takes
the form z(¢)=s(#) *h(t) = f;s(r) h(z-7)dt. When the filter is an

MF, so that A(t) = s(T ~¢), then within the convolution integral
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h(t—)=s[T-(-T)]=s(T —t+7)

and z(0) =Es(m) S(T;I+T)d‘r

During integration, time # is held constant, and we integrate with
respect to the dummy variable 7. This convolution integral
represents the second time-reversal step in the matched-filter
detection process. After sampling z(¢) at ¢ = T, we have the

predetection signal z(7)= _[; s(t) s(1)dt. Recall that noise is being

neglected. The discrete form of this convolution can be written as

k) =s(k)xh(k) =3 s(n) h(k ~n)
For the MF in this problem "
h(k)=s(3~k)=3038(0)+20d(1)+10 &(2)+0 8(3)
and within the convolution summation
h(k—n)=s[3—(k-n)]=sG—k+n)

Therefore, z(k)= Es(n) sln+(3-Kk)]

We say again, that this convolution represents the second time-
reversal in the MF detection process, so that when we plot
s[n+(3—k)] at points k = 0 and k = 1 for example, we can
recognize that this reversal now results in functions s(n+3) and
s(n+2) (see below) having a similar appearance to the input s(k).

We now compute points for plotting the output, z(k), where & is the
input and output time index, and » is a dummy time variable.

z(k)=N§__':s(n) sin+(3-k)]
Fork =0: z(0)=s(0) s(3)+s(1) s(H)+---=0

Fork =1: z(1)=s(0) s(2)+ s(1) s(3) + +5(2) s(4)+---=300
4-12




s(n+3) s(n+2)

sin+(3-k)] 30 30
atk=0 s[n+(3-k)]
20 atk=1 20
I I 10 I 10
3 210 21 0 1

Fork =2: z(2)=s(0) s(1)+ s(1) 5(2)+ 5(2) 5(3)+ 5(3) s(4) + - -- = 800
Fork = 3: z(3)=s(0) s(0)+s(1) s(1) + 5(2) s(2) + s(3) 5(3) +--- =1400
Fork =4: z(4)=s(1)s(0)+5(2) s(1)+s(3) s(2) +---=800

Fork=75: z(5)=s(2) s(0) +5(3) s(1) + 5(4) s(2) +--- =300

For k = 6: 7(6) = s(3) 5(0) + 5(4) s(1) +++-=0

The plot of z(k) versus k is shown below. The maximum output
value is 1400.

z(k)
1400 ;r

1200
1000 .
800 ',qf
600 ;

400

200 T T
= ! | —o—p |
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4.10 (b)

A correlator and convolver perform tasks that are remarkably
similar, so similar that there is a potential for misunderstanding or
for confusing the two functions. The process of convolution and
correlation are show below.

N-1
Convolution: z(k)="_ s(n) h(k—n)
n=0
N-1
Correlation: z(k)=">" s(m)h(k+n)
n={

A visualization of the difference between the two functions can be
seen by examining the dummy index “n” of summation. The index
“n” points to both the data sampie and to the location in coefficient
memory containing the coefficient sample required to interact with
the selected data sample. A figure emphasizing this mapping is
shown below. We can inttially locate the data pointer at address
“k” and then offset the pointer to data samples in the past (k-#), and
to data samples in the future (k+#n). When we decrement the
address pointer into past samples (relative to address “£”), we
perform convolution. When we increment the address pointer into
future samples (relative to address k"), we perform correlation,

If you accidentally built a circuit that correlated a signal with its

time reversed copy, the output would take the form of the
Nl

convolver z(k)=> s(n)h(k—n). For this example the input
n=0

sequence is: s(k)=08§(0)+10 8(1)+20 8(2)+30 8(3) and the time-
reversed sequence is s(—k) =30 8(=3)+20 8(=2)+10 6(--1)+0 3(0)
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. k-2 . p
pas k3 | - :
k-4 .
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: L
h 4 *
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[ ?
E
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Data Memory g_
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future k+ 3 v n= 1
k+ 2 at n= 2 L
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Reference Kt 1 n N
time -» k +——
k-1 : nT 5
k-2 '
past (-3 | .
k-4 J '
: :.)1 N= N-1
’\J N
w

accumulator

|
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4.10 (b) (cont’d.)

We compute z(7) as follows:

Fork=0: z(0)=s(0)s(®)+---=0

Fork=1: z(1)=s(1) s(0)+s(0) s(1)++--=0

Fork=2: 2(2)=s(2) s(0)+s(1)s(1)+---=100

Fork = 3: z(3)=5(3) s(0)+s(2)s(1)+s(1)s(2)+---=400

Fork=4: z(4)=s5(4)s(0)+5(3)s(1)+5(2) s(2)+s(1) s(3)+---=1000
Fork =35: z(5)=5(5)s(0)+5(4)s(1)+5(3) s(2)+ 5(2) s(3)}+---=1200

For k= 6. z(6)=s(3)s(3)+---=900

zK)
1400

1200 e
1000 8 -
800 4
600

400 8
200
RIS

o 1 2 3 4 5 6 7

* K

(¢) A valid MF output has symmetry. In part (b) above, we see
that the output of a convolver does not have symmetry.

(d) At the peak output, the SNR for the correlator is always
greater than that of the convolver. The optimum way of detecting

signals in AWGN is with an MF. If the input consist of noise only,
the two outputs are identical.
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4.10 (cont’d)

Here are some additional thoughts regarding the difference
between convolution and correlation. Convolution between
two series x(n) and h(n) is described as the running
weighted sum formed as follows. One of the sequences, say
x(n) is reversed to form a new series x(—). This new series
is then shifted by the amount %, to obtain the sequence
x(k—n). This time reversed and time shifted series is
multiplied point by point with the second series A(n)
forming a new series x(k-n)h(n). The product is summed
and the summation represents the value of the convolution
of the two series for offset k. The convolution

can be formed for positive and negative offsets &.

Correlation between two series x(n) and f(n) 1s described as
the running weighted sum formed as follows, One of the
sequences, say x(n) is shifted by the amount &, to obtain the
sequence x(k+n). This time shifted series is multiplied
point by point with the second series A(k) forming a new
series x(k+n)h(n). The product is summed and the
summation represents the value of the correlation of the
two series for offset k. The correlation can be formed for
positive and negative offsets %,

We see that the difference between the two operations
convolution and correlation is that for convolution one of
the series is time reversed prior to performing the running
weighted summation while for correlation the running
weighted summation is performed without the time
reversal.
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For both cases, the sliding sequence can be visualized as
being shifted to the left (in the direction of negative time)
sufficiently far that there 1s no overlap of the two series.
The shifting series is then moved towards the right to form
the running weighted summation as a function of the offset
parameter “k”.

Traditionally, the convolution sum is represented as a
summation from 0-to-N. These limits reflect the constraint
that the two series are causal, both starting at index n =0,

The correlation sum is represented as a summation from
—-N to +N. These limits reflect the constraint that the two
series are non-causal, both starting at index —N/2 and
extending to +N/2. Here the time origin is considered
arbitrary and is used to indicate the offset for which the
product sum of two identical sequences achieve a
maximum value.,

We can visualize the difference between the two
operations, convolution and correlation by assuming both
sequences are causal and we can tag the time origin of the
sliding series. Imagine a little animated man moving the
sliding series past the stationary one. The man must stay at
the leading edge (initially index zero) as he moves the
series. Thus, if the series is time reversed he must pull the
series, and if it 1s not time reversed he must push the series.
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8.1
The polynomials in parts (a), (d), (g), and (h) are primitive. The
rest are not primitive. We show the solution to part (a) in the
classical way — that is, an irreducible polynomial, f{X), of degree m
is said to be primitive, if the smallest positive integer » for which
AX) divides X* + 1 is n=2"— 1. Thus, for part (a), we verify that
this degree m = 3 polynomial is primitive by determining that it
divides X" + 1= X@™D 4+ 1= X"+ 1, but does not divide
X' +1, for values of » in the range of 1 <rn <7. Below, we show
that X3+ X?+1 divides X7 +1.
XA+ X+ X241
X3+X3+1TX7+1
X+ X0+ X1
X0+ X441
X+ X5+ X3
X+ X4+ X341
X3+ X4+ X2
X+ X2+1
X3+ X2+1
0

Next we exhaustively check to see that the remaining conditions
are met.

X3+ X2+ X
X3+X2+1ﬁ6+1
X0+ X+ X°
X+ X*+1
| X+ X4+ X2
X+ X3+ X241
}' X'+ X+ X

X2+ X +1




X2+ X +1 g_
X3+X2+1)X5+1 |
X+ X+ X?

X4+ X2+1
X+ X3+ X
X +X1+ X +1
X3+ X% +1
X

X +1
X3+X2+1)X4+1
XY+ X3+ x
X3+X +1
X2+ X2+1
X*+X +1

1
X+ X2 +1X°+ 1
X3+ Xx2+1
XZ
The remaining conditions are met, since we have shown that
X3+ X?+1 does not divide X" -+ 1, for values of » in the range of
l<n<7.
Next we use a LFSR to illustrate an easier way of determining
whether a polynomial is primitive. As an example we use this
method to verify that the part (g) polynomial is primitive.
We draw the LFSR (shown below), with the feedback connections
corresponding to the coefficients of the polynomial 1 + X* + X°
similar to the example of Figure 8.8. We load into the circuit-
registers any nonzero setting, say 1 0 0 0 0, and perform a right
shift with each clock pulse. For this polynomial, the circuit
generates each of the nonzero field elements within one period (as
seen in the table below), hence the polynomial which defines this
GF(2) field is a primitive polynomial.
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Lowest
order stage




X0 X1 X2 X3 Xt XS

LFSR with feedback connections correspondgr:’bg to the coefficients
of the polynomial 1 + X* +

8.2 (a)

(n, k)= (2" -1,2" —1-2¢)

2% -1=7, m=23bits/symbol

(b) The (7, 3) R-S code has 2" = 2° = 512 codewords out of a tota] of

2" =221 =2 097,152 possible binary words. We therefore know that
the dimensions of the standard array must contain 2*' total entries and
2° columns (one for each codeword). Thus, we can compute that the
number of rows must be 2°/2° = 2'? (4096 rows).

(¢) and (d) The codeword is made up of seven symbols, each symbol
containing 3 bits. How many ways are there to make a symbol error,

given that a symbol is made up of 3 bits? There are [f}u(;}r[;}: 7

ways to make an error in any one of the symbols. Next, we ask how
many ways are there to make single symbol errors in a seven-symbol
codeword, given that we have just computed that there are seven ways

to make an error in any one symbol? There are U}d =49 ways to

8-4




make single-symbol errors. How many ways are there to make

double-symbol errors? There are [7]x7x7 =1029 ways to make double

2
symbol errors? How many ways are there to make triple-symbol

errors? There are (;}x 7x7x7=12,005. How do we use this inform-

ation together with the dimensions of the standard array to corroborate
(and gain some insight into) the part (a) finding that the (7, 3) R-S
code is a double symbol error correcting code? There are 4096 rows
in the standard array of this example, and the all-zeros vector occupies
the first row. Of the 4095 remaining rows, 49 are allocated to single
symbol errors, 1029 are allocated to double-symbol errors, and thus
the code is not a perfect code because there remains a residual 3015
rows that can be allocated to triple-symbol errors.

83
From Table 8.1, we sclect the primitive polynomial 1+ x + x*, and
map the field elements versus basis elements as follows:

[+a+o'=0, o'=-1-a, o'=1+a
C=act=a(l+a)=o+o’

C=a(a+rad)=o’+a’

d=a(ltad)=c’+ta'=1+a+c’
a8=aa7ia(1+a+a3)=a+a2+a4:a+a2+1+{x=1+a2
a9=(xa8=a(1+a2)=(x+a3

=g =a(@ta)=ct+ot=1+oa+a’

a'=aad’=a(l+a+cd)=a+a’+a’

au:aa“=a(a+a2+a3)=a+a2+oc4=a+a2+1+a=1+a2

8-5




XXx xx

0 0 0 0

DO =, OO = D

O OO O - O

OO D D

OO OO =D

L T T T TR Y- N - S

© B BR BB R BB

S - ano
3 8383

Because of symmetry, we show only the triangular half of the tables.
Addition Table

o |

V




=

Multiplication table

12
c
U.13

1
0{'l

14

0:12
OL13

12

¢
10

L
12
[+

3

1
o 3
[ 4

8.4

? X2+ X +o?

WBXC+oB X5 ol X

X+l X3+ X2+l X +oc3)

BXO+a X+t XY+t X3+ X2

)X5 +(oc5+oc)X4+a6X3+ocX2

Al X +of X4 +ab X3+ X2

-

o’ +a

(a2 +1)X3+0t4X2+(u3+0c5)X+1

o® X3+t X240 X +1

XP+o3 XY+l X3+ X2+ X
(oc“ +oc3)X4+(a° +a6]X3 +03X
o X4+t X3 ot X2 +olot X + gt

o XY ol X3+l X




8.4 (cont’d.)

parity p(X)=X ”'km(X ) modulog(.X")
remainder = parity =1+ o X + a4 X2 + 6 X3
UX)=1+?* X +o* X2 +ab X +alX*+ 03 X7+’ X©
= 100 001011101 010110111
parity data

8.5 (a) For the (7, 3) R-S code, we use the LFSR from Figure 8.9.

x® X1 X2 X3 X4
FEEDBACK
o> al—+ a®— ol —» SWITCH 1
»> > e e
INPUT MESSAGE SYMBOL SEQUENCE g :

SWITCH 2

With Figure 8.7, we transform the message symbols {6, 5, 1} to
o a® &%, where the rightmost symbol is the earliest.

Input Clock Register Feedback
a’abo? 0 0 0 0 0 o
Bab 1 oo otal ata? afa’ ool
o o3 o2 o’ al
3 2 alod  aol+o’ alad+e? adlod+o? ol +ad
ot o3 ol ol ol
3 e  olol+at olal+o? oo +af

o’ o o! ol

o3 o? al ol o3 af o2
parity data

Codeword = 110 001 010 010 110 101 001
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8.5 (b)
UX)=a?+a?X +ol X2 +a! X3+ P X4 +ab X7 + o2 X6
U=+ +ad+at+ad+ot+al+al +al=0
U(e?)=c?+at+o’ +ol +at+o? +al+a? +a? =0
U(P)=a?+o +ad +o + ol + o + b+ ab+al =0
U= +ab+o2 +ob+a’ +od +oP +ad+a’ =0
Hence, U(X) is a valid codeword because the syndrome yields an all-
zeros result when evaluated at the roots of the generator polynomial.

8.6 (a)
For this example, the error pattern can be described as

&
e(X)=Y e, X"
n=0

= (000)+(000).X +(000).X2 +(000).X3 +(000)X* +(111).X5 +(111) X5
Using U(X) from Problem 8.5, the received polynomial can be written:

r(X) = U(X) + e(X)
=P+ o2 X+l X2+l X3+ P XN+ oS X +a? XO+od X + o2 X6
=P +a? X +al X2+l X2+ 0P X4+ ol X5+’ X6
We find the syndrome values by evaluating r(X) at the roots of g(X):
ri)=c’+a3+ad +ot+ol+ab+oat=af
r(oa?)=od+ot+ad +ad+ot+at+ol=of
ria®)=a?+od+al+od+al+a?+al=al
r(at)=03+o0+a?+af+0o°+00 +ab=q?
e(X)=P X3+’ X9
e(o)=ad+ot =ab
(b) e(o?)=al+a? =al
e(oP)=0b+o2 =0
e(loH)=at+al =¢?
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8.7

Using the autoregressive model of Equation (8.40)

0‘2:S3 ab ad| 0] _|a?
O1] 5, a alf|C| |0

Find the error location numbers }; = 1/5; and 3; = 1/o;:

Sl SZ
S, S,

6 0 0 0
o a- o 6 0
cofactor 0 0 = det [a o

jl:a_()_ a0 = o2
o ol 04 a

o af

o of
af of| o af sla® o [a o
Inv e N T 1 P
o) o v a b |’ «

a 4
ol
From Equations (8.39) and (8.47), we represent o(X) as

o(X)=0+ 6 X+ 0, X? =0+ X + a* X?

We determine the roots of o(X) by exhaustively testing o(X) with each
of the field elements. Any element that yields o(X) = 0 is a root, and
allows us to locate an error.
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8.7 (cont’d.)
o(a?) = o+ al+ at=ab#0
o(o)) = al%+ o2+ ab=0=Error
o(a?) = 0%+ o3+ al = 0= Error
o(0?) = af+ at+ a3 = a2 =0
ooV =al+ &+ =l =0
o(c®)=ol4+ a%+ al=al= 0
o(a®)=a%+ al+ a?=a2=0

o(a) = 0 indicates the location of an error at B, = /5y = o®

o(a2) = 0 indicates the location of an error at B, = 1/, = o’

(b) Now, we determine the error values e; and e, associated with
locations B; =« and B, = a’. Any of the four syndrome equa-
tions can be used. From Equation (8.38), we use S} and 5.

S;=r(o)= eIBI +eB,
S,=r(a?)=efi + e B3
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: : _B] Bz el_S a® o’ || |af
Or, i matrix form: {Bf B22 } [ej-{sﬁ [aS a3] {é]“{as}

To solve for the error values e, and ¢, the above matrix equation is
inverted in the usual way, yielding

o o
af o5 |’ af Sk o | (o’ af
Inv = __—_.5__: L =
o o o o of| |af o
Now, we solve for the error values, as follows:
g _|od ol lab|_|at+al|_|oP+od|_ o
Gl o ol ol |ab+al| lod+a?| (&

Hence, we show the error polynomial as

e(X)=(111)X5+(111)X°
= X% + X6

(¢) We correct the flawed codeword from Problem 8.6 by adding the
error polynomial to the received polynomial, as follows:

U(X) = r(X) + e(X)
r(X)= P+l X +al X2 +al X3+ o3 X4 +0b X7 + 2 XO

e(X)= +OP X+ X6

UX) =+ X +alX?+al X+ a3 X4 +al X7 +03 X©
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8.7 (cont’d)

Autoregressive modeling technique represent an important ;
way to solve the Reed-Solomon decoding problem. More |
can be learned about such methods by reading about the
Peterson-Gorenstein-Zierler algorithm in reference [5],

Blahut, R. E., Theory and Practice of Error Control

Codes, Addison-Wesley Publishing, Reading,

Massachusetts, 1983.

owTPUT
8, 3 ﬁ.{aﬂé SV TERLEAVETE ! | o0 !
—_— weoT O 1 0 ]
{11 o

¢ { 0 © O

OUTPUT Seguewee = | oo 0l0o] {1110 000

CoNVILUTIONSL (NTERLEALER
ol The etvwibulirnal wlerfeaer.

EZKLUET;/CE'} ~ JXXXOOXX OHX IO X HOXX DOXXKO
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8.11

a) The likelihood ratios for the received signal are calculated as:
plcdde=+1) = (1/ov2x ) exp (=0.5[(x;~ 1}/c))
plxddy = -1) = (l/6V2z ) exp (-0.5[(x, + D])/o)*)

Since x; = 0.11 and ¢ = 1.0, we compute
plxdd; = +1)=(1/y2n ) exp (-0.5[0.11 — 17) = 0.27
plaildi=—1) = (1/427 ) exp (=0.5[0.11 + 1) = 0.22
b) For equiprobable signals, the MAP decision is the same as the
maximum likelihood decision, which is that d, is equal to +1 since
P =+1) > p(ugldy = -1).
¢) Calculate p(x;|/dy = +1) P(d, = +1) and p(x|d; = —1) P(d, = —1)
plde=+1) P(d,=+1)=(0.27)(0.3) = 0.08, and
pledd,y=-1) P(d,=-1)=(0.22)(1.0-0.3)=0.15

Since p(xildy = —1) P(d, = =1) > p(xi|dy = +1) P(d;, = +1) the MAP
decision rule of Equation (8.64) is that d;, is equal to —1,

d) Using Equation (8.66), we calculate

L(d[x):loge[g—:(])—g-Jzloge(0.533):—0.63

8.12
The channel measurements yield the following for the LLR values

L(x)=15,0.1,02,03,2.5,6.0

The soft output L(d,) for the received signal corresponding to data
d; 1s:
L(d) = Lx) + L(d) +{[ Lxp) + L (d;) ] B L(x;)}

And we can write the following for the horizontal and vertical
calculations:
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Len(dy) = [Lcx2) + L(d2)] B L(x12)

Le{d)) = [Lx3) + L(ds)] B L(x13)

Len(dz) = [Le(x1) + L(d1)] B Lfx12)

Lev(dy) = [Lo(x4) + L(ds)] B L(x24)

Len(ds) = [Lo(x4) + L(da)] B L(X3a)

Ley(d3) = [L(x1) + L(d1)] B L(x13)

Len(dy) = [Le(x3) + L(d5)] B L(x34)

Leu(dy) = [Le(x2) + L(d2)] B Le(x24)
Using the approximate relationship in Equation (8.73), we
calculate the L., values first with the fact that L.(x34) = Lo(x24) =0

since these parity bits are not transmitted. The L(d) are also
initially set to zero. Calculating the Lg, values yields

La(d)=(0.1+0) @ 2.5=-0.1 new L(d;)
Lady)=(1.5+0)@ 2.5=-1.5new L(d>)
La(d3)=(0.3+0) 8 0 =0 new L(d)
L(dy) =(0.2+0) H 0=0new L(dy)
Calculating the L, values yields
Lo (d))=(0.2+0) 8 6.0=-0.2new L(d))
Le{dy) =(0.3+0) B 0=0new L(d,)
Lefdy)=(1.5-0.1)8 6.0 =—1.4 new L(d»)
Lofdy)=1(0.1-1.5)8 0=0new L(d,)
Calculating the second iteration of the L, values yields
La{d))=(0.1+0) 8 2.5=-0.1 new L(dy)
Lep(d)=(15-0.2) 8 2.5=-13 new L{d,)
Lap(d;)=(0.3+0) @ 0=0new L(ds)
Len(dy)=(0.2—-1.4)#H 0=0 new L{d,)
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Calculating the second iteration of the L, values yields
Le(d) = (0.2 +0) @ 6,0=-0.2 new L(d,)
Le(dy)=(0.3+0) B 0=0new L(d>)
Le(d)=(1.5-0.1)8 6.0=-1.4 new L(d;)
Lo(dy) =(0.1 -1.3) B 0=20new L(dy)

We notice that in this case, due to the puncturing the values of L.,
after the second iteration are equal to the values of L., after the
first iteration. Therefore further iterations will not give any further
improvements in performance. The soft-output likelihood values
are calculated as:

L(d) = L(x) + Lad) + Le(d)

Thus we have L(dy)=15-0.1-02=1.2
L{(d)=01-13+0=-12
L(d)=02+0-14=-1.2
L{d}))=03+0+0=0.3

Using the MAP decision rule of Equation (8.111), the decoder
decides +1 —1 —1 +1 for the transmitted sequence, which is correct.
Without coding, two of the four data bits would have been in error,

8.13 _

a) The output parity sequence is given by 0,1,0,0,1,0,1, 1, 1, 1,
In this example, the encoder was not forced back to the all-zeros
state, so there are no tail bits. '

b) Tthe input sequence is interleaved according to the pattern
given. For the given input sequence and interleaving pattern, the
interleaved sequence is; 0,0,1,1,0,0,1, 1,0, 1.

We next encode this sequence which gives us the following output
parity sequence: 0,0,1,0,0,1,0,0,1, 1.
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¢) Given the two parity sequences obtained in parts a) and b}, and
the puncturing pattern, we obtain the parity sequence for the
overall codeword. Itis: 0,0,0,0,1,1,1,0,1, 1,

For the given transmitted data of: 0,1,1,0,0,1,0,1, 1, 0,
we get: Total weight = Weight of data sequence + Weight of parity
sequence=5+5=10

d) Since the encoders are left unterminated, we need to change the
conditions of initialization of the reverse state metrics. The reverse
state metrics for the end of the block are all set to the same value,
say 1 — instead of using the value 1 only for the all-zeros state and
the value 0 for all other states. Also the a priori probability of the
last branch metrics in the trellis are all set to 0.5 since there is no

a priori information available,

8.14

a) Although the generator polynomial is the same for both
component codes, the minimum distance is different since for the
first component code, data and parity bits {u;, v} are transmitted
while for the second component code, only the parity bits {vy;} are
transmitted, and we do not transmit the interleaved data bits. The
minimum distance is generated by considering an input sequence
with weight-1 (000...0001000...000). Regardless of the choice of
interleaver, an input sequence with weight 1 will always appear at
the input of the second encoder. For the encoder shown in Figure
P8.1, the component codes have a minimum distance of 3 and 2.

Therefore the overall code will have a minimum distance equal to
J+2=5.

b) For the encoder shown in Figure 8.26, the component codes
have a recursive form. If we input an infinitely long weight-1
sequence into the component code, the encoded output will be
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given by (000...0001110110110...110...). Thus for a weight-1
input sequence, the output codeword will have infinite weight.
The minimum weight output codeword for the recursive code

is in fact obtained when the input is given by the weight-3 input
sequence (000...000111000...000). For the weight-3 input,

the output is given by the following (000...000101000...000)
which has a weight of 2. However, when the weight-3 input is
interleaved, it is highly likely that the sequence of 3 consecutive
1’s will be broken up. Thus, the second encoder is unhkely to
produce another output codeword with minimum weight. All we
can say about the minimum distance of the output codeword is that
it will have a value greater than the minimum weight of {u, vy, v3}
=3+2+2="7.

¢) For the case where the weight-2 sequence (00...00100100...00)
is mput to the encoder shown in Figure 8.26, the output of the
encoder is given by (00...00111100...00). This output sequence is
sald to be self terminating since it does not rely on tail bits in order
to force the encoder back to the all-zeros state. If the interleaver
fails to break up the (00...00100100...00) sequence, then the
output codeword from the second component encoder will also be
of the form (00...00111100...00). The resulting output weight is
given by 2 + 2(4) = 10,

d) For the case where the weight-2 sequence (00...0010100...00)
is input to the encoder shown in Figure 8.26, the output of the
encoder is given by (00...001101011011011011011,..). This
output sequence is not self-terminating as 1°s will be produced in
the parity output until the encoder is forced back to the all-zeros
state at the end of the block. Thus the output of the two encoders
potentially have a very large weight if the interleaver fails to break
up the (00...0010100...00) sequence. Parts ¢) and d) illustrate an
important aspect of turbo codes in that the inteleaver may be used
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to map mput sequences which produce low-weight outputs to other
input sequences which produce high weight outputs. Thus, when
the outputs from data and parity streams are combined, output
codewords having a relative high weight may potentially be
produced.

8.15

The branch metrics are calculated using equation (8.140), We
assume that 4;,= 1 for all £, and also that the a priori value for =} is
0.5 for all k. The states 00, 10, 01, and 11 are represented by the
letters g, b, ¢, and d, respectively.

a) Using the trellis structure shown in Figure 8.25b, we calculate
all the branch metrics at time & = 1, that are needed for using the
MAP algorithm.

82 = (1X0.5)exp{(1/1.3)[(1.9)(=1) + (0.7)( ~D1)]} = 0.07
811 = (1)(0.5)exp {(1/1.3)[(1.9)(1) + (0.7)(D]} = 3.69

The encoder sfarts in state g at time £ = 1. Therefore, we assume
the values of alpha are all equal to 0 except for state a for which
alpha is set equal to 1. We only need the above &, values here.
The other six will not be needed, since ol = = ald =0. We
repeat the branch metric calculations for time &k = 2.

8,7 = (1)(0.5) exp{(1/1.3)[(-0.4)(-1) + (0.8)(~1)]} = 0.37
;"% = (1)(0.5) exp {(1/1.3)[(-0.4)(1) + (0.8)(1)]} = 0.68
8,7 = (1)(0.5) exp{(1/1.3)[(-0.4)( 1) + (0.8)(]} = 1.26
8" = (1)(0.5) exp{(1/1.3)[(=0.4)(1) + (0.8)(~1)]} = 0.20

b) We only need the above 8,"™ values here. The other four will
not be needed, since o’ = o, = 0.
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We have the following initial conditions:
o,"=1fork=1;
(I}b‘: (X.1C= Oald= Qfork=1

From the trellis diagram and Equation (8.131), we obtain the
following values for alpha at k= 2:

o” = 08,7+ 0,7 8, = (1)(0.07) = 0.07
o’ = 0" 8,7+ a,% §;* = (1)(3.69) = 3.69
a,° = o 810,d+ 4’8, =0
azd: alb 810,b+ ald all.d 0

I

and similarly for £ = 3:
as” = 0" 8,77+ .’ 8, = (0.07)(0.37) = 0.03
o’ = " 8%+ 0" 8% (0.07)(0.68) = 0.05
os’ = o 8,0+ a,” 8,7 = (3.69)(0.20) = 0.74
oa? = 0,” 8,00 + ap? 8, = (3.69)(1.26) = 4.65

Note that the o;” values represent the final states at time k= 3, and
therefore are not used in the computation of the log-likelihood ratio
for data bits d; and d;, given below.

[Tl

¢) Lid)=log| &——- -

;ak S B

—1- TN (D(3.69)(2.4) _
Fork=1: L(d,)=log, (0.07)@6) =3.31

For k= 2:

2o [(0.07)(0.68)(11.5)+(3.69)(0.20)3.4) |
Ld,)= l‘:’ge{ 0.070 3.1 +(3.69)(1.26)(0.9) ]‘ 0.33
We use the MAP decision rule, Since L(dl) >0 and L(d}) <0,

then the MAP estimate for the transmitted binary data sequence
is {1, 0}.
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8.16
At time &k = 1, the branch metric is the same as was calculated for

Problem 8.15, since both the data bit and the parity bit are
transmitted, as in the case of a rate 42 code. In the next interval
however, the parity bit is punctured and therefore we only obtain a
data bit. This needs to be taken into account when a branch metric
is calculated; we ignore the parity-bit component since it does not
contribute at all to a branch metri¢’s value in this interval.

Atk=1,5,°*=0.07 and 8;"*=3.69. Only these two 8,"” values

are needed here. The other six ate not needed, since o,° = o =
d

o, = 0.

For time &k = 2, we only consider the contribution due to the data
bit, and we compute:

§," = (1)(0.5) exp[(1/1.3) (=0.4)( —1)] = 0.68
5, = (1)(0.5) exp[(1/1.3) (<0.4)(1)] = 0.37
8,77 = (1)(0.5) exp[(1/1.3) (—0.4)(~1)] = 0.68
8, = (1)(0.5) exp[(1/1.3) (-0.4)(1)] = 0.37

We only need these four 8,”” values here. The other four will not
be needed, since o,“ = a,? = 0. Based on the above we can calcu-
late our forward state metrics in the usual manner. Attime k=2,
the forward state metrics will have the same values that they had in
the previous problem, but for time & = 3, the forward state metrics
need to be recalculated based on the new values for the branch
metrics.

Attime k=2, o,”=0.07 and o,” =3.69, while a," = a1,° = 0
and at time k= 3:
os” = 0" 8,77+ 0s° 8, = (0.07)(0.68) = 0.05
o’ = 0, 8,7+ a” 8, = (0.07)(0.37) = 0.03
o’ = 0 8%+ o’ 8,7 = (3.69)(0.37) = 1.37
(13d = Of.gb Bzotb + Cl-gd agl'd = (369)(068) =2.5
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8.17

The branch metrics are calculated using Equation (8.140). Assume

that 4,=1 for all £, and that the a priori value for 7} is 0.5 for all £.

Using the trellis given in Figure 8.25b, we calculate each of the
eight branch metrics at time £ = 1023 and we repeat this process
for those branch metrics that are needed at time & = 1024.

For time & = 1023;

810237 = (1)(0.5) exp{(1/2.5)[(1.3)(=1) + (=0.8)(=1)]} = 0.41
81023 = (1)(0.5) exp {(1/2.5)[(1.3)(1) + (—0.8)(1)]} = 0.61
Bro2s-" = (1X(0.5) exp{(1/2.5)[(1.3)(~1) + (~0.8)( )]} =0.22
81023 = (1)(0.5) exp{(1/2.5)[(1.3)(1) + (~0.8)(-1)]} = 1.16
Bazs " = (1N0.5) exp{(1/2.5)[(1.3)(=1) + (-0.8)(-1)]} = 0.41
81023 = (1)(0.5) exp{(1/2.5)[(1.3)1) + (-0.8)( D]}=0.61
1622 = (1)(0.5) exp{(12.5)[(1.3)(~1) + (-0.8)()]) = 0.22
810237 = (1(0.5) exp{(1/2.5)[(1.3)(1) + (<0.8)(-D]} = 1.16

For time & = 1024, we only need the following two branch metrics:

B106 " = (1)(0.5) exp{(1/2.5)[( ~14)(=1) + (-0.9)(-1)]} = 1.26
81024 = (1)(0.5) exp{(1/2.5)[( ~1.4)(1) + (-0.9)(1)]} = 0.2

The encoder ends in state 4, so at the terminating time &= 1025,
we assume the values of the reverse state metrics, 3, are all equal
to 0 except for state 2 where B is set equal to 1. The values of B
are calculated using equation (8.136). So we have the following
initial conditions:

Blozsz =1 )
Bio2s = Biozs’ = Prozs =0
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8.17 (cont’d)

From the trellis diagram and Equation (8.136), we obtain the
following relationships. For & = 1024

B 1024? = Brozs” 510242),5; =(1)(1.26)=1.26
B 1024° = Broas” O1024 = (1)(0.2) = 0.2

For this example, we do not need to calculate the reverse state
metrics for k= 1023:

The values of the likelihood ratio are given by the following
equation: .

mslm 1,
L(d)=1 B
= Og = m #i 1
> ag &l
m

For £=1023:

s (7.0)(1.16)(0.2)+(4.2)(0.61)(1.26) _
L{d)p3) = log (6.6%0.413%1.2()i)+(4.0)(0.22)(0.2§ =031

For k= 1024:

L(‘;1024) -

13.4)(0.2)(1) _
log ((12. 1))((1 .26))(1)) =174

Since L(cffl 023) > 0, then we choose data bit 1023 equal to binary 1.

Since L(c?l 0 4) <0, then we choose data bit 1024 equal to binary 0.

The trellis diagram below (with its metric annotations) can
facilitate following the above computations.
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8.17 (cont’d.)

/k’-* 1023

o= 42

If x

Now
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8.18

L(dx) = log ! p?gd:—lfli) }

For separate observations, x; and x;

P(d =1fx, x,)
P(d :—»l\xl, xz)

L(d |x1 , X,) = log

From Equation (8.67), we can write the log-likelihood ratio (I.LR)

L(d[x) = lo P =1) log | A4=1).
BT Bla=—y) | | P
= L(x|d)+ L(d)

Using Bayes’ Rule, we observe that

P(d=j,x,x) _ P(x2|x1,d=j)P(xl,d=j)
P(xl, x}_) - P(xl, xz)

_ P(mlx,d=j)P(x|d=)P(d=)

P(x,x,)

P(d :j]xls xz) -

If x; and x;, are statistically independent, then we can write

P(xld=;)P(x)d=j)P(d =)

P = jjx, %) = )

Now we can write the LLR as
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L(d|x,, x,) = log

P(x,|d =1)P(x,)d =1)P(d =1) }
)

P(xl ld =—1)P(x2 d =—1)P(d _

P(x|d =1 Px,|d =1 d= f
| e e ]

= L(x |d) + L(x,|d) + L(d) |

8.19 (a)
From Equation (8 129)

o = ;ZP(M—JSH“’" R/, kllS“*m]
A B C D E

P(4,B.CD|E) =L (A,ﬁé,flE)
_ P(C|4,B.D,E) P(4,B,D,E)
N P(E)
_ P(C|4,B,D,E) P(4,B,D|E) P(E)
- P(E)

1
=;Z ( S,=md,_=j, 5.,= mRk]
X P(dk—l =) Sy =m, Rk—IISk =m) &

(b) Summing over all states m’ from 0 to 2%~ 1 lets us designate

Si1= b(j, m) as the state going backward in time from state m via
the branch corresponding to an input j, yielding Equation (130b),

1
-3 (R[S =t ) Pl S =B, R )
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Note that Sz_1 = b(j, m) completely defines the path resulting in

Sy = m the current state, given an input j and state m’ at the
previous time,

8.19 (¢)
From Equation (8.133)

1

Py = Z Z() P(dk =J Spa=m’ Ry, RY,
moj=
A B C D E

Sk=m)

P(A,B,.C,.D,E)
P(E)
P(D|4,B.C.E) P(A,B,C.E)
P(E)
P(D|4,B,CE) P(4,B,C|E) P(E)
P(E)

P(4,8,C.D|E) =

I

Sp=m, dy =5, = Rfcj

1
m =

Jo Sy =1, Rlek :m)

X P(dk

Si=m and d;, = j completely define the path résulting in
Sk+1=f (j, m) the next state, given an input j and state m, yielding
Equation (8.135):

1
B =Y. PR |Seu=Gm) Pld=j, So=m R,)
2
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8.20
Starting with Equation (8.139)

, 2 N2
o T 1 [ Xy 1 _1 v — v
% C2ino GXP[ 2[ G J }dx‘: \/EGCXP{ 2{ o e

Considering each exponential term separately, we have

1 ) 5 +() 25, u|
exp{—-z—ﬁ—z— [x§~2xk uk+[u}c} J} = exp{—{ o7 ) :” eXP{%}

Similarly for the second exponential, we obtain

yer(wny 25,9}
exp 5o eXp{ =
Then

im g PGy i+ () A Q) | e [ 07
& =m n e P T T oer ([ PV T T | (OXP T

Observe that since #, =+1 and vi™ =1, then

; dx, dy x2+1 241 ; x, 1 +y, v |
im % R X i o Wy YV _
6& 299 57 Xp{ l: 7o cXp 252 nk p o2 _ 0

where the first three terms are identified as 4; in Equation (8.140).
The A4, term disappears in Equation (8.141a) because in forming
I(dx) it appears in both the numerator and denominator, and hence

cancels out.
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8.21

Signal processing steps at a receiver must appear in reverse order
compared to the way that they were applied at the transmitter.
Note, that at the encoder, we first interleave the data bits and then
encode them to form parity bits. Thus at the decoder, we must
reverse the order by first decoding the parity bits, followed by
deinterleaving. If we were to deinterleave first by using a
deinterleaver in the lower line (prior to decoding), we would be
reversing the necessary order, and the decoder would be faced with
parity bits that had been permuted compared to how they were
created. Thus the decoding operation would not be successful.

8.22

In the Viterbi algorithm, the add-compare-select processor
represents a technique that can efficiently yield the maximum
likelihood path through a decoding trellis for a given sequence.
The maximum a posteriori (MAP) algorithm, unlike the Viterbi
algorithm, finds the likelihood ratio for each symbol time interval,
and hence can make a MAP decision regarding the symbol during
that interval. The MAP algorithm needs to use all of the statistical
information associated with the branches of that interval in order to
form a likelihood ratio. None of the information can be cast away.
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8.23

uy

0]0

01

010

010
0[1

111

110
11
1/1

110

111

110
110

010
0|1

01

ap;

27

A1

Ay

where v is the modulo-2 sum of a;, a;.», and a;;.

8-33




8.23 (cont’d.)

£
STATE L 00 Ten
&
000 ~_ 7
""!-...\1]_ f i
H"“\. /
"'--.___“-{
f ™
100
D~ 117
7
~Z 10
/ —
010 o
/
~ 7/ 01
~ 00
ta

110




8.24 {(dw) T i — 278
id2kt I — r— {d2x)
D {vrl
Ay k-1 §'%]
Vi
Starting Input Parity Current )
State bits output bit Ending State
Vg = ai= dix apa+ dix
De1 a2 | dic | du Ay + djsz + dat Vi A + v
0 0 0 0 0 0
0 i 1 0 0 1
0 0 1 0 0 1 1 1
1 1 1 1 1 0
0 0 1 1 1 1
0 1 0 | 1 0
1
0 1 0 1 0 0 0
i 1 0 0 0 1
0O O 0 0 0 1
0 1 1 0 0 0
! 0 1 Q 0 1 1 0
1 1 1 1 1 1
0O 0 1 ] 1 0
1 1 0 1 0 i 1 1
1 0 1 0 0 1
1 1 0 0 0 0
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BRaNeH NOTATION
STATE 00/ dix dax / Vi

Input | Parity | Current | State at | Ending state
Time| bits | output bit Time &k | At time k+1
k Vi = ax = di Gy T
| o ara  dog |+ dt i) T2 ] dy+ v
1 |1 1 1 1 0 011 0
2 |0 O 0 0 1 010 1
3 1 1 0 0 0 110 1
4 10 O 1 | 0 171 1
5 1 1 0 0 1 1}0 0
6 0 O

Output code-bit sequehce (data + parity) 1s:
111 000 110 001 110
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8-25

The likelihood ratio is given by the equation:

et > 08Bl
3 oS

mn

akla f(l,m) b &lb f(l,m) ¢ Sl f(l,m) d 14 f(l,m)
o &7 Br ™ + o Oy ijgﬂ +og O Bf}+(10 )"' o Oy ch}l
a 0,aQfi0m) b 50b (0,m) ¢ 80.c Ris d 80.d (0m}
o S By ™ o 8T By o 00 B + o 80 By

d,)= log{

We calculate the above values of L(Q ) for all &k = 6 time intervals.

For the four-state code characterized by the trellis of Figure 8.25b,
this relationship can be written as:

a Rl.zpb b Klbc ¢ Rl.ca d 21,4 1d
o 0,7 By, +05 67 BE, +0g 8.7 Be o 8 Br

a 80,2 e bs0bnd ¢ K0,c b 4 S04 Ac
0o 8 B + g 87 By 1o 0 B, o 877 BL

L(&k )=log

Now, we substitute the given matrix elements into the above
equation corresponding to the correct indices. The following
values are obtained for the likelihood ratios:

Kd) = log,(3.60)=1.28

Ld,) = log, (0.438) =-0.83
L(d,) = log. (0.679) = -0.39
I(d,) = log, (0.476) =—0.85
L) = log. (0.304)=~1.19
L(d,) = log,(1.751)=-0.29

We can therefore estimate from the log-likelihood calculations and
the decision rule of Equation (8.111), to decide that the bit was a 1,

if L(dAk) > (. Otherwise, decide that the bit was a 0. Thus, the
MAP decision for the 6 bit sequence 1s: 1 0000 0.
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9.13 (a)
First, consider using the (n, k) = (24, 12) code. From Equation (9.23),
we calculate the received E,/Ny

E P :
~2(dB)=-Z(dB-Hz) — R(dB-bits/s)
Ny No

=70 dB-Hz - 60 dB-bits/s = 10 dB = 10

For the case of 8-PSK modulation and the (24, 12) code we calculate
E/Nyand E/N, as

E, (k)\E, (12),,_
e~ k-3 0=
£ Ee qys_
A ~(10g2M)N0 3x5=15
Next, we use the approximation in Equation (9.25) yielding
2E, sin[ﬁ]} for M >2
m

No

P.(M)=~20

PE(S)mZQ[m sin(%ﬂ=2Q (2.096)

Using Table B.1 for O(-), we get Pr= 0.0362.

Assuming Gray coding, Equation (9.27) yields the channel bit-error
rate, p. out of the demodulator

Py _0.0362

~ — -2
Pc~10g2M 7 1.2x10

We enter this value of p,on the abscissa of Figure 6.21, and for the
(24, 12) code transfer function, we can get the decoded bit-error
probability, P, =5x10~°, which is not small enough to meet the

required performance. We next consider the other candidate codes.
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For the (127, 64) BCH code, we note that the rate of the code is
k/n=64/127=1/2. Hence, repeating the above computation yields
approximately the same channel bit-error probability ( p, ~1.18x1072)
as before. However, in this case of entering p. on the abscissa

of Figure 6.21, we are using the transfer function of the (127, 64)
code, which yields a decoded bit-error probability that meets the
required P, <107,

We now consider the final candidate, the (127, 36) BCH code, and
repeat the same computations shown above. (Remember to use the
given transfer-function intercepts to guide you in making graphical
estimates.) The computations now vield p, =3.8x1072. When

entering this point on the abscissa of Figure 6.21, and examining the
transfer function of the (127, 36) BCH code, we find that P, >107".

Hence, of the three candidate codes, only one, the (127, 64) BCH code
meets the requirements.

(b) From Figure 6.21 1t should be clear that the (127, 36) BCH code
is the most capable of the group. Even its label states that 1 = 15,
meaning that within a block of 127 bits, this code can connect any
combination of 15 or fewer errors. A natural initial guess might be to
choose the (127, 36) BCH code—but that would have been incorrect.
The reason that the more capable (127, 36) code does not meet our
requirements is related to the fact that in a real-time communications
system, there are two mechanisms at work: 1) more redundancy
makes for more powerful codes and, 2) more redundancy results in
less energy per channel bit. As the rate of a code decreases (from 1

to 0), there will be an improvement in Pz due to mechanism 1. But
eventually, mechanism 2 results in more errors out of the demodulator
and outweighs the benefits of mechanism 1, (See Section 9.7.7.2.)

(¢) Using Equations (9.25) and (9.27) we compute the uncoded
received E,/Ny corresponding to p. =107, as follows:
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, 20 ZNi sm(;}]

log, M N log, M

1.5><10“7=Q{(\/§)(0 3827)\/;0] O(x)

exp(—xzfil)

pe=10"7= 5

where O(x) =

1
xN27

E _ B\ (1
By trial and error: x = 5 13. Thus, N, =89.85 and No [No] (_,J

E
and thus, [

Ny

Equation (9.32) 1s: G(dB)=14.8 - 10 =4.8 dB.

] =29.2=14.8 dB. Therefore, the coding gain from

9614

2
Space loss is L :{%] =3.94x10" (or 156 dB). System temperature

is T, =T, +(LF-1)290 = 290+(20-1)290 = 5800K (or37.6dB-K).

Since (E,/N,), =M x(E,/Ny) .

for (E,/N,) with the parameters given and the basic link margin

Z, /];i’o )reqﬁ; i I which yields the value of (E, /N, )
=5.2dB (or 3.31), Since the channel is bandlimited, we choose
MPSK modulation. To meet the bandwidth requirement of 3000 Hz,
and at the same time conserve power, we choose the smallest M-ary
value for MPSK, which is 16-PSK. This modulation (with perfect
filtering) will require a symbol rate (and transmission bandwidth of
R/log, M =9600/4 = 2400 Hz, We also need to select a BCH code

and margin is 0 dB (or 1), we solve

equation M =
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such that the 2400 Hz modulation bandwidth is not expanded beyond
3000 Hz. Hence, this places a restriction on the code tedundancy n/k,
and for a (127, k) code, the smallest value allowable for £ is dictated
by the fact that 127/k must not exceed 3000/2400. Therefore, k must
be larger than 102, and our choice from Table 9.2 to provide the most
redundancy (and still meet our bandwidth constraint) is the (127, 106)
triple error correcting code.

The chosen 16-PSK modulation dictates that the available (Eb /N, )
will yield an E,/ N, =(log, M(k/n)(E,/ Ny)=4x(106/127)x3.31=11.05.

We use this value for finding symbol-error probability, Pg, in the
following relationship:

_ N 2K, . T
P (M)= ZQ[ N, sm(Mﬂ
where Q( ) is the complementary error function. With the computed
value of E;/N,=11.05, we find that Pz = 0.359. Since Gray coding is

called for, the probability of channel bit error is p, = é’ £ =009,
2

Now, we can calculate the decoded bit-error probability, Pg, using
the approximation of Equation (6.46). Note, that if p, is small (or
E, / N, reasonably large) then the first two terms in the summation of

Equation (6.46) are usually adequate because of rapid convergence.
However, 1n this problem, convergence occurs after about 25 terms,
yielding a decoded Pg = 0.09 (There is no coding gain!) If only the
first two terms in the summation of Equation (6.46) had been used,
the result would give the erroneous appearance of acceptable error
performance.
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9.15

Since the channel is bandwidth limited, using Table 9.1, we select
MPSK with the smallest M possible (for the sake of power
conservation). That is, we select 16-PSK, which requires a theoretical
Nyquist minimum bandwidth of 2400 Hz and an £, /N, =17.5dB

at P, =107, We compute the received E, /N, using Equation (9.23)

E P .
—b| (dB)==L (dB-Hz)- R (dB-bits/s)
(N 0 J Ny

=54.3-10 log,, 9600 =54.8-39.8=15 dB = 31.6

Thus, for P, <107, it is necessary to use error-correction coding with

a coding gain of 17.5dB - 15 dB = 2.5 dB. Since we may only
expand the bandwidth by a factor of 2700/2400 (12.5% increase), our
only code choice 1s the (127, 113) BCH code shown in Table 9.3, We
verify the decoded bit-error probability performance as:

E _ k 113 _
Ng_(logzM) ( J =(4) [127J (31.6)=112.5

_ 2E g
P (M)=20 | |55 sin (Hﬂ |
For M =16
P, ~20 |225.09 (0.1951)]:2Q(2.9269)=0.00173

The channel bit-error probability out of the demodulator is

Do & %— =0.0043 (assuming Gray coding). Then the decoded bit-error

probability is found using Equation (9.41)

Pp=ik ¥ J[m) (0.00043)'(1-0.00043)127 % 610"
J=t+1=3 J

which meets the system requirements,
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9.20

For this problem, the circuit, trellis, and Ungerboeck partitioning
diagrams are seen in Figures 9.29, 9.30, and 9.32, respectively. The
error-event path with the minimum distance is seen in Figure 9.24 as
the darkened path labeled with waveform numbers 2, 1, 2. The
minimum distance-squared d } =36as 1s shown in Equation (9.61).

Note that in this example, the parallel paths do not characterize the
error-event with the minimum distance. Using Equation {(9.63), the
average power for the signal waveforms is S,, =21. In this example,

the reference waveform set was chosen such that d2. =4, and the

_12+167

average power for this reference setis S, = 5—=128.5.

Coding gain is computed using Equation (9.62) as follows:

d:/s

G(dB) = 10 log,, [#J = 10 log,, [fﬁ’z—%] =174 dB
Of course this answer seems to violate the Shannon prediction of
coding gain. Would anyone use such a paradoxical reference set as
the one given here? Absolutely not. However, sometimes the choice
of a reference set involves judgement. Generally, any reasonable
choice for a reference set yields similar coding gains. But, this
problem purposely starts with a very unreasonable reference choice
to emphasize that the resulting 17.4 dB coding gain reflects two
different mechanisms: 1) the improvement due to coding, and
2) the improvement due to the better signal-waveform set (compared

to the sub-optimum reference set).

Because trellis-coded modulation involves coding in conjunction
with modulation, the “so called” coding gain can be made to appear
arbitrarily large by simply starting with a reference set that is
sufficiently poor.
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9.21

We draw the trellis diagram, and we assign waveforms to trellis
branches according to the Ungerboeck assignment rules. We then
label each state according to the waveforms assigned to the branches
that emanate (top to bottom) from that state. For example, the first
state and its branches are labeled as follows:

STATE
0426

After drawing and labeling three sections of the eight-state machine, a
methodical search for the error-event path with the minimum distance
vields the darkened path shown below.

We find d; using Figure 9.22 as
d?=d?+d}+d?=2+0585+2=4.585

For the 4-PSK reference set, we find ¢’ =2 from Figure 9.23.
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The asymptotic coding gain relative to a 4-PSK reference set is found
using Equation (9.62) as follows:

d, /Sy
G(dB)=10 logm[ S ]

The average power is unity for both the signal waveform set and the

reference waveform set. Therefore, G(dB)=10 10g10[4—'52§§} =36dB.
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10.15

A likelihood function is a maximized conditional probability
density function. Under the stated assumptions of zero-mean
additive white Gaussian noise (AWGN) and equal energy signals,
the conditional probability density of the random variable r with
expected value s will be of the form:

p(r[s)zi%exp(tz—;%—]-}

where both r and s are complex, in general. Consider the term

2 . . -
[r—s . By expressing both r and s in complex form: r = a + jb,
s = ¢ + jd, and expanding and reorganizing, one can derive the
equation:

s =|r] +[s| ~2Re{rs’}

where Re{-} is the real part, and the star indicates the complex
conjugate. Because the signals are equal energy, the first two
terms on the right-hand side will be constant. Thus, only the third
term will have a role in the maximization of the probability
density. Therefore, the probability density will be maximized

when the term: A(r]s):exp(Re{rs*” is maximized, which is in the

form of Equation (10.67).

10.16 (a)
The parameters for MSK are 2 =12, L =1, M =2 and Equation

(10.62). The Phase State, @, is defined in Equation (10.61) as:

k-L
@, :ﬂ:hZO: o, mod 27
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For MSK, M = 2 implies that {0, }={+1}, which implies that @, can
only take values that are multiples of 74 and less than 2m. Thus,

{@k}={0, N T 3%}

(b) The modulation phase response for MSK is:

0 t<0
gty=1t/2T O0<r<T
1/2 tsT

Using this in Equation (10.65) with the other MSK parameters
yields:

0 t<0
n,(e)=12n(-1) (¢/2T) O<i<T
172 t=T

where {¢}={1, 2}. Using this result in Equation (10.64) yields:

N
h(g)(r)= exp(j(-1) m/T 0<r<T
elsewhere

which 1s the desired form of the filters.

(¢) Substituting the filter expression from part (b) into Equation

(10.66) will yield a form for the parameter Zf) . Because of the

assumed training sequence of alternating plus and minus ones, the
results of the summation in Equation (10.66) will repeat after every
adjacent pair of incoming symbols. Therefore, without loss of
generality, assume that £ = (, 1, the first two adjacent symbols in
the signal stream. Since the transmitted sequence is known to be
alternating, the appropriate filter sequence, which will match the
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training sequence, 1s known to be £=1, 2. Utilizing these
parameters, after a considerable amount of manipulation, terms in
the summation of Equation (10.68) can be shown to be of the form:

2T —1)ysindcos(nt/T),

where § is the phase error: §=6-8, and 7 is the timing error.
Similarly, the terms in the summation of Equation (10.69) are of
the form:

2T -7)/T)cosdsin(nt/T).

Thus, for small 8§ and ©/7, which would be indicative of lock or
near lock, the error terms are approximately linear in the error
parameters, as one might wish.

10.17

There are clearly no unique answers to this kind of problem, but
one approach might be to view the summation on the left-hand side
of Equation (10.68) as a function f(x) of the phase error,
5=(6—8). If one then considers the Taylor Series expansion of
this function:

FO+8)= F(B)+67 (D) +....

and presumes that & is small, only the first two terms on the right-
hand side need be considered. “Solving” for § yields:

§=[f(B+8)~f(O)/ £ ().
Considering now the idea of successive approximations to the final
solution, if £(8+8) is identified with the (k + 1)* symbol, and

f (8) identified with the Ko symbol, the error term for phase could

be viewed as being linear in the most recent term in the
summation, as suggested by Mengali’s iterative approach.
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12.21

The primary beneficial attribute of spread-spectrum (SS)
systems is interference rejection. For example, such
systems were originally developed for rejecting the inten-
tional jamming of an adversary in a military environment.
Such an application, where the interferer has a {ixed finite
amount of interfering power is the typical scenario where
spreading the communicator’s signal in frequency provides
processing gain. But, for the case of AWGN, processing
gain is not possible because the power associated with
white noise is infinite. That is, however large the §S8
bandwidth is increased, the noise-power spectral density
has the same intensity.
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[2.22 (a)

INPYT
CONVOL BPSK DATA BPSK PN
ENCODER o MODULATOR SPREADER

R= 8,000hit/s | K=9 BATE 1/2
ouTPUT T

SOFT DECISION DEMOD DESPREADER

!

P,G, G/T
(Ep/Ny) oqu R K L, L L]

WE NOW SOLVE FOR P, IN DECIBELS: |

Fr = Mo(By/N) pqy + R+ k+ L, + 141! — (G, + &/m

0+4+39—-228.6+138.6+4+30—(5——18) = 0 dBW

= 1WATT

Q’) WHEN L = 0dB, P, CAN BE REDUCED TO _ 30 dBW
= 1 MILLIWATT

<) P E B
) 2 = W = S2R,. THEREFORE we CAN COMPUTE:
N, N, o

E
(—5] (dB) + 10 x log,, (—__.___8000
X, reqd 25 x 10°

=4dB - 35dB = —31 dB

2
i
G

Rch Eb/NO 25 x 108
= = = = 3125 = 35 dB
PROCESSING GAIN, G, R B /N, 8000

(e) Eb E.b -, S/R - wjl/R —_ Gps = G.PS = Gp
N, + I,

"I, I/wW, T 17§ T 1 S(N'-1) N -1

35dB-4dB =31dB = 1258

N' = @G, (dB) - E,/I,(dB) =
12-20
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12.24

G
@ M= O Gp _ 1.5x25

&
G. where G, =2:08x10" 55545

- p P 3
(B,/1,) Hy — 4x13 14.4x10

therefore M:%:j—xZSS.SS ~ 160 users/cell

(b) IfE,/I; can be lowered by 1 dB (or the factor 1.259), it
directly affects the user population by an increase in the same
amount. Thus now M =~ 201 users/cell.

12.25
E, /I, £ -30.4dB. Assume that £, /(N +1,)= E, /1. Then for

QPSK modulation with perfect synchronization and P, =107, the
required E,/7;=9.6 dB. Then, from the processing gain

. E /1,
P‘Echuo

G,(dB)=E,/I,(dB)~E, /1,(dB)=9.6+30.4=40 dB

We see that for a direct-sequence spread spectrum system, there
must be = 10,000 chips/bit to meet these specifications.

12.26
E, /1,
Gp=girg  Ean/To(@B)=E,/[,(dB)~Gp(dB) = 9.6-20 = ~10.4 dB

C

From Equation (12.69), we write:
h_E Ech Eb

[0 [0 ¢ ]0 ch IO
IB E
then, Ee (K5 gince R.={2IR, and
I, \n]l, k

e (dB) = 9.6 dB - 3dB = 6.6 dB

0
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12.27 |
(a) We start with the chip rate of Ry = 32,000 chips/s and work |
backwards to find R,, R,, and R as follows:

¥
1

‘S—U Eficoder rate 1/2 .\ 8-ary Modulator \ | Chip repeat N=4 Lﬁv

R =12,000 bite/s R, = 24,000 channel bits’'s R, = 8,000 symbols/s R, =32,000 chips/s
R
Ry ="h = 32=£OO — 8000 symbols/s

R, =(log, M) R; =3%x8000=24,000 channel bits/s
R= %RC =2 x24,000=12,000 bits/s

Given the hopping bandwidth of 1.2 MHz, the processing gain is

Wioopine  1.2x106
G, =—hopping _1.2X1V _150=20 dB
p R 1.2x10° ’

and E,/I; is given as 13 dB (= 20). Thus, from Equation (12.69)

ﬁ:ﬂ}@:_ELRC :_%,RS=Ecth
o fo Lo 0 Ny ©

Therefore, 4r=20x12,000=240,000 (53.8 dB-Hz), and

]0
E. PBJ/I, 240,000

¢ch -“r""o_ ? -

TR, 32,000 7.5 (8.8 dB)
E; _ 240,000 _ 240,000 _
TR 2000~ 30 (14.8 dB)
E, 240,000 240,000 _

I, R, 24,000 =10 (10 dB)
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~

(b) This system will meet the FCC Part 15 processing gain

requirement. However, the hopping bandwidth of 1.2 x 10°
exceeds the maximum-bandwidth per channel requirement,

12.28
Using Equation (12.69),
E

_[_b_ R=4x20,000= 80,000 (49 dB-Hz)

{]

| o

E, 1
]_1;__2_»44 2 (3 dB)

xR =40,000 channel bits/s

Q & c““ﬁlnhj c:?‘*‘ ey
o il
x

waveform represents & channel bits. Hence,

E.
8x 3 =16 (12 dB)

R..— & = M = 5000 Walsh waveforms/s

Each 256-a

C;a! étq
i

o =230xR,, =256x5000= 1, 28x10% Walsh chips/s

I, | R 256

0 wch

weh — L [ Ry ]z 16 _0.0625 (-12 dB)

Ry, 1s given as 10.24 Mchips/s

Ey Bl 80,000
. _“ch ? ’
. IO Io [RC}-J 10245107 0.0078 ( 21 dB)

Ry _1.024x107

The processing gain is: G, =—gt= Sigh 12

The ratio of spread spectrum chips to Walsh chips is:
i . R, 1.024x107 _

SS chips/Walsh chip "R T 128A0 =8
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13.11 (a)

Improvement in the sigma-delta modulator SNR for the
case of a noise transfer-function with a single zero is 9-dB
per doubling of sample rate. When operated at 20 times the
Nyquist rate, the improvement is:

9 dB x log, (20) =4.329 x 9 dB = 38.9 dB

Output SNR=6dB + 38.9dB = 44.9 dB
(equivalent to a 7-bit conversion)

(b)

Improvement in SNR for the same modulator in part (a)
that is operated at 50 times the Nyquist rateo is:

9 dB X log, (50) = 5.644 x 9 dB = 50.8 dB

Output SNR =6 dB + 50.8 dB = 56.8 dB
(equivalent to a 9-bit conversion)

(c) Improvement in SNR for two-zero sigma delta
modulator is 15-dB per doubling of sample rate: therefore
improvement is

15 dB X 10g,(20) =4.329 x 15 dB = 64.8 dB

Output SNR =6 dB + 64.8dB = 70.8 dB
(equivalent to a 12-bit conversion
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13.16 Time and spectral description of even and
periodically extended data sets

Time and error sequences from quantized even and
periodically extended data sets.

)'ntr{n}{l.ina_l and ym{m [Samples) yFF‘_[n](Llnu] and ym{n} {Sampiag}




13.17 S(0,0) =11001100, S(1,0) =010101,
S(0,1) = 110001, and S(2,1) =00110. The raster
scan would deliver the binary sequence:

11001100 010101 00000 0000 000 00 00 00

110001 00000 0000 000 00 00 O O
00110 0000 000 00 00 O O O
0000 000 00 60 0 0 0 O
000 00 00 O 0 0 0 0

00 00 0 0O 0 0 0 0

00 0 0 0 0 0 0 O

00 0 0 0 0 0 0 0

The raster scan with run length of zeros identified
by Huffman terminating codewords delivers 72
bits as:

11001100 010101 0100111 (18-zeros)
110001 0100111 (18-zeros) 00110 110100
(14-zeros) 110101 (15-zeros) 001000
(12-zeros) 00111 (10-zeros) 10100 (9-zeros)
10100 (9-zeros)

The zig-zag scan would deliver the following
binary sequence:

13-19
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13.17 (cont’d.)

11001100
010101 110001
00110 00000 00000
0000 G000 00600 0000
000 000 000 000 000
00 00 00 00 00 00 00

00 00 00 00 00 00 00 00
00 0 0 0 6 o0 0 O 00
0 0 0 0 o0 o0 0 0
0 0 O 0 o0 0 O
0 o 0 O o0 o0
o 0 O O O
0O o0 0 0
6 0 O
0 ¢
0

The zigzag scan with run length of zeros identified by
Huffman terminating code words delivers 37 bits as
follows:

11001100 010101 110001 00110 11011 (64 -zeros)
0100101 (54-zeros)

13.18 The 8x8 block of 8-bit input samples requires
512 bits, The fully populated DCT required 133 bits for
a compression ratio of 512/136 or 3.8 or approximately
2.1 bits per pixel. The lightly populated DCT requires
35 populated bits plus 12 bits for run length code, 1101
(64-zeros) and 00010110 (37-zeros), for a total of 37 bits.
The compression ratio is 512/37 or 13.8 or approximately
0.6 bits per pixel.
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14.15
The public key of the recipientis y = g° mod n = 3*mod 17 = 13,
and the message is encrypted as follows:

yi=g"modn = 3*mod 17 = 9

2 =M x (¥ mod n) = 7 x(13°mod 17)

= 7x16 = 112.

The ciphertext pair 1s (9, 112). Decryption of this ciphertext
yields the message, as follows: M = y,/(31“ mod n) =
112/(9*mod 17) = 112/16=7.

14.16
Subkeys: Z,'=0003, Z,'=0002, Z,'=0003, Z,'!=0002, Z'=
0003, Zs'= 0002, Z,>= 0003, and Z,*= 0002. M,= 6E6F. M, =
M, = M, = 0000

1. M;x Z,=6E6F x 0003 = 4B4C
(modulo 2'° + 1 multiplication).
M, + Z, = 0000 + 0002 = 0002.
Ms+ Z; = 0000 + 0003 = 0003.
My x Zy = 0000 x 0002 = 0000.
Result from steps (1) and (3) are XOR'ed:
4B4C XOR 0003 = 4B4F.
Result from steps (2) and (4) are XOR'ed:;
0002 XOR 0000 = 0002.
Result from step (5) x Z;: 4B4F x 0x0003 = E1ED.
Results from steps (6) and (7) are added:
0002 + E1ED = E1EF.
9. Result from step (8) and Zg are multiplied:
E1EF x 0002 = C3DD.
10. Results from steps (7) and (9) are added:
E1ED + C3DD = ASCA (modulo 2'°).

A bl

o N
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11. Results from steps (1) and (9) are XOR'ed:
4B4C XOR C3DD = §891.

12, Results from steps (3) and (9) are XOR'ed:
0003 XOR C3DD = C3DE.

13. Results from steps (2) and (10) are XOR'ed:
0002 XOR ASCA = A5CS.

14. Results from steps (4) and (10) are XOR'ed:
0000 XOR ASCA= A5CA.

Thus, the output of the first round is: 8891 C3DE A5C8 ASCA.

14.17
From Section 14.5.3.1, d = 157, whose binary representation
is: 10011101.

We use the Square-and-Multiply technique for
C1= 2227, shown in the table below. We thus decrypt

as in Section 14.5.3.1, which yields the plaintext
My = (2227)" modulo-2773 = 32

Row Number Binary of d (MSB Modulo
first) multiplication
(modulo 2773)
1
12 x 2227=2227
22274 = 1405
1405 = 2422
2422% x 2227 = 2461
2461% x 2227 = 267
267° x 2227 = 807
807° = 2367
2367% x 2227 =132

DO ~J| O |tn| | Wb =
p— | T et | ek | e [ [
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15.1
(a) The distribution function is found by integrating the pdf over the
desired region. Thus we can write

il % 2
Fo(n)=P(R< ro)z.f0 plu) d(u) :Jo é%exp{—é%—z—] du

We use the properties of integrals associated with the exponential
function to give us:

u* » s
Fo(ry)= —exp[-é—c—z—J = l-exp ——2%5

0

(b) The rms value is given by v2c. Now for the case where the
signal level is 15 dB below the rms value:

I I8
10log| 2~ |=-15dB —2_[=3.16x107
Og[\ﬁc] {ﬁc]

Now from part a):

-
Fg(ra)=1—exp[—(7’12°—5” = 1-exp(~(0.0316227)?)

'The percent of time that the signal level is 15 dB below the rms value
is equal to 0.09995%

(¢) The rms value is given by v2o. Now for the case where the signal
level is 5 dB below the rms value:

__rg._ = - -_’.b__ = —1
lﬁlog( Jic} 5dB { A ] 3.16x10

Now from part (a):

2
FR(?'O)——"l—eXP{*(:/—%%] ] = lqexp(—(0.316227)2)

The percent of time that the signal level is 5 dB below the rms value is
equal to 9.52%
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15.2
(a) First, we need to calculate the rms delay spread which is given by:

Gr =T —(T)? =1.8x10"0-1010 = 894 s

Coherence bandwidth for a correlation of at least 0.9 is given by:

1 1
~ = :2.24 kH
7o 506 = 30%8.04%10° 2

1 1
- = =22.37 kH
(b) Jo 50; 5x%8.94%107°¢ g

(c) Assume the bandwidth is equal to the symbol rate = 20kHz.
Using the results of b) for the dense scatterer model (50% correlation)

yields that fy > W. However, the values of f; and W are so close, that
we best call this case marginally frequency selective.

15.3
(a) The mean excess delay can be calculated as follows

_ ;P (%)% ;“Etk _(DH)+O.DB)_ 2.3

B TS B Y- (EE TR EX X)) S W At
7 2
(b) The second moment is given by:
P(t v a*te
5 2PO% 8% gopsoner 49 ~4.14ps?

VTN PRy Sa | (#01+00D) LI
k k

(¢) The rms delay spread is given by the following:

Or =T —(T)? =4/4.14—(2.072)% =0.35 us
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(d) The 90% coherence bandwidth is given by the following:

1 1

fo= 306, ~s0%035%105 - 14 kHz

(e) The time required to traverse a half wavelength is given as

100 us, which approximately defines the coherence time. The
velocity of the recetver is given as 800 km/hr which corresponds to
222.22 m/s. Therefore, the transmission frequency is obtained from

A/2
Vv
F=t= 3x10* m/s
A 2x2222m/s x 107 s

1,= or ?\.-:ZVTO

=6.75 GHz

15.4 (&) Shown below is a continuous plot of the Doppler power
spectral density as plotted in MATLAB ®. The function is even-
symmetric about the carrier frequency f. and is equal to zero outside

the range f. + f;.

Q
]

L]
e

Dppiet P‘mgpcdu! Dw-rmly
m

-]
L

r -
o I A1

f.—60 f.—40 f—20 f f.+20 f.+40 f.+60
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(b) S(v) has the response that it does at the boundaries due to the
sharp upper limit on the Doppler shift produced by a vehicular
antenna traveling among the stationary scatterers of the dense scatterer
model. The largest magnitude occurs when the scatterer is directly
ahead of the moving antenna platform or directly behind it.

(¢) For the case where the channel’s response to a sinusoid has a
correlation greater than 0.5, the relationship between the coherence
time and the given Doppler spread of 50 Hz is approximately

9 9

“16n7, Temxs0 0™

Ty

15.5

(a) Frequency-selective and fast-fading are characterized by channels
having a signal bandwidth that exceeds the channel coherence
bandwidth, and a fading rapidity that exceeds the symbol rate.
Historically, this was first seen in low-data rate telegraphy channels
sent over high-frequency (HF) channels having a narrow coherence
bandwidth. Since, we are interested in the fading rapidity as related to
the symbol rate, it should be clear that too-slow a signaling rate can be
the root cause of fast fading degradation.

(b) Frequency-selective and slow-fading are characterized by
channels having a signal bandwidth that exceeds the channel
coherence bandwidth, and a symbol rate that exceeds the fading
rapidity. An application that generally fits this category is a cellular
telephone channel. For example, in the GSM system, signaling is at
the rate of 271 ksymbols/s, and a typical value for the channel
coherence bandwidth is under 160 kHz. The symbol duration is
3.69 us, and for a carrier frequency of 900 MHz and a velocity of
about 100 km/hr, the coherence time is in the order of about 5-6 ms.
Thus there are over a thousand symbols transmitted during the
coherence-time interval,

15-4
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(¢) Flat-fading and fast-fading are characterized by channels having a
channel coherence bandwidth that exceeds the signal bandwidth, and a
fading rapidity that exceeds the symbol rate. An application that can
fit this category is a low-data rate system operating in an environrnent
having small multipath delay spread (large channel coherence
bandwidth), where the speed of movement results in fast fading. This
might be represented by a low-data rate system operating in a fast
moving vehicle in a desert environment, or a low-data rate radio on a
rapidly moving indoor conveyor belt.

(d) Flat-fading and slow-fading are characterized by channels having
a coherence bandwidth that exceeds the signal bandwidth, and a
symbol rate that exceeds the fading rapidity. An application that fits
this category is an indoor (low-multipath delay spread) high-data rate
system. Here, the data rate need not be very large, if we presume that
the fastest speed of movement is represented by a person walking.

15.6

(a) The delay spread and the Doppler spread represent functions that
are dual to each other, Two processes (functions, elements, or
systems) are dual to each other if their mathematical relationships are
the same even though they are described in terms of different
parameters. Here, the Doppler power spectral density, $(v), can be

regarded as the dual of the multipath intensity profile, S(r), since the

former yields knowledge about the frequency spreading of a signal,
and the latter yields knowledge about the time spreading of a signal.

(b) Here, we can characterize the duality between the signal time-

spreading mechanism as viewed in the frequency domain via the
spaced-frequency correlation function, R(Af), and the time-variant

mechanism viewed in the time domain via the spaced-time correlation
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function, R(Ar). R(Af) yields knowledge about the range

of frequencies over which two spectral components of a received
signal have a strong potential for amplitude and phase correlation.
R({Ar)yields knowledge about the span of time over which two

received signals have a strong potential for amplitude and phase
correlation.

However, take note that the dual functions in part (a) are independent
of one another, as are those in part (b). See Section 15.4.1.1.

15.7
= ; P = 0+172x100+1/2x200+1/4x300 _ |0
> P(t,) 1+1/2+1/2+1/4
k
- _ ; P )7 _ 041/2x100° /2200 +1/4x300 _ 51 ||| 1o
S P(T,) [+1/2+1/2+1/4 =
k
o = T —(%)" = y21,100-1007 =(ILTT1=105ns
frmme = 9 M
* 55, 5x105ns

T

Therefore, to avoid using an equalizer, the symbol rate should be less than
(considerably less than) 1.9 Msymbols/s.

15.8
V c 3x108
Doppl d f, =— A=—= =0.1579 m
oppler spread l T 1ox10
— fd Hz o
AB/symbol = R symbols /SX36O
so = _VIOISTOmM  sehe b 09 kb

~ 24.3x10% symbols/s
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15.9 (a)
Pedestrian: V'=1nvs, f,=300MHz, L=1m.

05 05 _ _
Thus, T;)Nfd -W1m—0.55 T, =5s

Pedestrian: V=1m/s, /=3 GHz, A=0.1 m,

05 05 _
Thus, T})a-fd —V/O.lm*o'oss 7, =05s

Pedestrian: V=1mv/s, ;=3 GHz, A=0.1m.

Thus, 7;~ 3;5 =7 ),%'51 —=0.05s T, =0.5s
g .

Pedestrian: V=1 /s, fo=30GHz, L =0.01 m,

05 05 _
Thus, T})n«fd —V/0_01m~0.0058 T, =0.05s

Meaningful diversity for pedestrian application: Ty versus f

T (seconds)

5.0

0.5

0.05

300 MHz 3 GHz 30 GHz
Frequency
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(b) High-speed train: ¥V=50m/s, f;=300 MHz, L. =1m.

0.5 05 _0S5s_ _
Thus, Y}}mfd—V”m—Soﬂ—O.Ol T.=0.1s

High-speed train: V'=50m/s, ;=3 GHz, A =0.1 m.

_05_ 05 _0.05s_ _
Thus, 7,~"2=p gt ==555=0001 T, =001s

High-speed train: V=50 m/s, fo =30 GHz, A =0.01 m.

0.5_ 0.5 _0.005s_ ~
Thus, T~ 2= prrore="5g—=00001 7, =0.001s

Meaningful diversity for high-speed train application: Ty versus f

T}; (seconds)

0.1
0.01

0.001

300 MHz 3GHz 30 GHz
Frequency

Conclusions: The faster the speed, and the higher the frequency, the
less is the interleaver delay. For a speech application, where we might
choose a maximum delay time of 100 ms, the interleaver delay at the
transmitter (and the deinterleaver delay at the receiver) may not
exceed 50ms. For this example, the pedestrian would only be able to

have acceptable diversity for systems whose carrier frequency is
30 GHz or higher.
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15.10

For the flat-fading case, where f,>W (or 7, <T. ), Figure 15.9b
shows the usual flat-fading pictorial representation. However, as a
mobile radio changes its position, there will be times when the
received signal experiences frequency-sclective distortion even though
fo>W . This is seen in Figure 15.9¢c, where the null of the channel's

frequency transfer function occurs near the band center of the trans-
mitted signal’s spectral density. Thus, even though a channel is
categorized as flat fading (based on rms relationships), it can still
manifest frequency-selective fading on occasions. It is fair to say that
a mobile radio channel, classified as exhibiting flat-fading degrad-
ation, cannot exhibit flat fading all of the time. As f, becomes much
larger than W (or 7,, becomes much smaller than 7)), less time will
be spent exhibiting the type of condition shown in Figure 15.9c¢.

By comparison, it should be clear that in Figure 15.9a the fading is
independent of the position of the signal band, and frequency-selective
fading occurs all the time, not just occasionally.

15.11
_05 05 _ 3x10%
T, = 773 A 1o =0.1579m
N 0.5 _ - T, _ 4
T, G00ve)70.159m 1.579x107 s 7 =3.9475x107" s

Thus, the training sequence must be received every 3.9475 x 10 s.
Since the training sequence consists of 20 bits and should not occupy
more than 20% of the total bits, then the slowest data rate corresponds

to delivering 100 bits in To/4 5, or R= 9 411(7)2::?8 . =253.3 kbits/s.

If the bit rate were any slower, it would require more time than To/4 s
to receive the 20 bit training sequence.
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15.12

(a) The condition for frequency selective fading is thatfy < W, i.e., the
coherence bandwidth of the channel is less than the signal bandwidth.
The channel spacing can be taken to be the maximum signal band-
width W = 300 kHz. The coherence bandwidth is calculated using

the following:

1 1
= = = 667 kHz.
o~35."5300x10 z

Since fy > W, the channel is not frequency selective.

(b) We need to check whether the channel coherence bandwidth is
less than the signal bandwidth. The signal bandwidth W can be taken
to equal the channel spacing which is 1.728 MHz. The coherence
bandwidth is equal to:

1 1
= = =133 MH
fo 56, 5x150x10°9 “

Since f; < W we need to include some form of equalization to combat
the effects of frequency-selective fading.

15.13

_0.5_05_M\2 _3x108 _
R A h=225=0.3m

_0.5%0.3_ _

Such a 3-second interleaver span would not be feasible for speech.
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15.14 (a)

05_ 05
7, 100Hz

keep the interleaver delay down to 100 ms (50 ms at each end), then
the desired, then the largest ratio of 7y to Ty 1s 0.05 s/0.005 s = 10.

Using Equation (15.29), 7, = =0.005s. Since we desire to

(b) Forf; = 1000 Hz, then TO = 0.005 s, and the largest ratio of T
to Ty 1s 0.05/0.005 = 100.

15.15 (a)

_ ¢ _ 3x10% _

'The signaling is QPSK. Therefore, the data rate of 200 kbits/s
corresponds to a signaling rate of 100 ksymbols/s.

fq Hz o_168.9
R, symbols/s -0 =107

_V _26.67m/s

T 01570m 089 Hz

AO/symbol = =0.61°

(b) For a data rate of 100 kbits/s, the QPSK symbol rate is 50
ksymbols/s. Therefore:

AB/symbol = 168.9

Sxi0r
84.4
5x10%

_V _1333m/s

© fi=%=0i59m =0.61

=84.4Hz AB/symbol =

AB/symbol is directly proportional to velocity and inversely
proportional to symbol rate.
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1 1
15.16 S =20kH
@ J0™ 35, = 5xioxio z
(b) Qz%f=i%=0.53

(¢) Pulse duration = 1 pus. Thus, W =R = 10° pulses/s.

W Ti Therefore, the channel is slow fading
G

fo «10% Therefore, the channel is frequency selective.

(d) To mitigate the frequency-selective effects of fading, one could
reduce the pulse rate to be less than 20 k pulses/s.

15.17
_ ¢ _ 3x10® _ _V _2667m/s _
M iean M =g G S 1689 Ha
L0505 1 _
T,= 7, _168.9HZL2'96mS T =337.8

Therefore, the slowest signaling rate should be about
100 x 337.8 =33.8 ksymbols/s.

15.18

(a) There is a total of 2(4) + 10 + 2(40) = 98 bits per slot. Since we
are told that the information is transmitted using QPSK, the number of
symbols per slot is equal to 98/2 = 49, The slot duration is equal to:

49

TSLOT=~—-———33‘6><103 =1.459 ms
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The receiver speed can be as fast as 100 km/hr, or 27.8 m/s. Given a
carrier frequency of 700 MHz, the signal wavelength is:

Next, calculate the time required in order to traverse half a wavelength
which is approximately equal to the coherence time:

T

Oz%g=7.7 ms

We have that the coherence time is approximately equal to 5 times the
slot duration and so the time required for a substantial change in the
fading behavior is relatively long compared to the time duration of a
single slot. Thus the midamble should be able to provide accurate
information to the receiver regarding the status of the channel, and the
system should not suffer the effects of fast fading.

(b) The signal bandwidth is given as 47 kHz, and the rms delay
spread is 4 ps. The coherence bandwidth is:

1 1
. =50 k
fo=35- = 5xa.0x157 Hz

Since fy > W, there should be no frequency-selective fading.
However, whenever such marginal cases are encountered (f is not
much larger than W), an equalizer is always specified.
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15.19 We can write the following;

Tror = Tenc + Tmop + Teran + Toemop + 27wt + Toec

where the interleaver delay is included twice, to account for
interleaving and de-interleaving, Substituting the values given in
Table P15.1, results in the following: 27wt + Tpec = 340 ms — 37.3
ms = 302.7 ms.

(a) For an interleaver size of 100 bits, the total interleaving and
deinterleaving delay is equal to: (2x100)/(19.2x10°) = 10.4 ms.
Therefore the allowable time to perform decoding is equal to
Tpec =302.7 - 10.4 ms = 292.3 ms. We are given that Tpgc =
(2x10%)/fux ms. Thus, the minimum decoder clock speed is
approximately equal to 684 kHz.

(b) For an interleaver size of 1000, the interleaving and deinter-
leaving delay is equal to (2x1000)/(19.2x10%) = 104 msecs. Therefore
the allowable time to perform decoding is equal to Tpec = 302.7 — 104

ms = 198.7 ms. The mimimum decoder clock speed is approximately
equal to 1 MHz.

(¢) For an interleaver size of 2850, the interleaving and deinter-
leaving delay is equal to (2x2850)/(19.2%10%) = 297 ms. Therefore
the allowable time to perform decoding is equal to Tpgc = 302.7 — 297
ms = 5.7 ms, and the mimimum decoder clock speed is approximately
equal to 35 MHz.

(d) As the interleaver size increases, the decoder clock speed
increases. However we note that increasing the interleaver size by a
factor of 10 from 100 to 1000 causes the decoder clock speed to
increase by a factor of 1/0.684 = 1.5. However increasing the
interleaver size by a further factor of 2.85 causes the decoder clock
speed to _]ump up by a factor of = 35. Therefore there is a trade-off
. accounted for between a larger interleaver size
sults in better BER performance and increasing
ich results in the use of more advanced and
\ re technologies.
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15.20
We start with our desire that f, >W > f,, and we assume that the

signal bandwidth, W, is approximately equal to the signaling rate, 1/75.
As a first estimate of this signaling rate, we use the geometric mean

between f, and f;.

_0.5_ 05 _ 3108 _
=% =vix 1 5ae ™
_ 0.5 _ .
22T misy01m - > 20107 s

1 1
sho_ 1 _qa4y
Ja= 7 =3 2%5x107 “

The geometric mean between the given f, of 100 kHz and f; of 444 Hz

is 6663 symbols/s. For each subcarrier, let us choose a symbol rate of
8000 symbols/s. Then an OFDM plan would contain

1024 x10° symbols/s
8000 symbols/s/subcarrier

Number of subcarriers = =128 subcarriers

A subcarrier plan might look like this:

| ] i | - ! ] } J___:L _l
b N NN W W W W = o
E §§3gsssg &
8 $© 8 83 833 03
3 I3 88 8 2 8 4
o S B DS ® o A N
Frequency (MHz)

15.21
) . d 120 m
1tipath del s == =0.4x107¢

The multip elay is 105 s s

Hence, the required chip rate is: R, = -i— = 2.5 Mchips/s
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15.22

DS/SS systems can typically mitigate channel-induced ISI at the
symbol level — not at the chip level. However, with a reasonable
amount of processing gain, the DS/SS system 1is robust enough to
withstand the interchip interference.

A DDS/SS system with a processing gain of 1000 transmits 1000
chips per bit. To get an intuitive feeling about the robustness of such
a system, make believe that detection at the receiver is performed on
each chip (it doesn’t actually work that way — the correlator with its
PN reference performs product-integration of the received sequence of
chips with the sequence of PN code reference chips, and during a
symbol interval accumulates a signal which is then compared to a
threshold). But for a moment, imagine a binary scheme, where an
individual decision is made on each chip, and then some voting logic
was used. In that case, do you see, that 499 of those decisions can be
wrong and the detector’s response for that bit would still be correct?
The spread-spectrum processing gain allows the system to endure
such interference at the chip level. No other equalization 1s deemed
necessary.

15.23

CDMA, either direct sequence (DS) or frequency hopping (FH) can
provide mitigation against the effects of frequency-selective fading.
In the case of DS, the spread spectrum system, effectively eliminates
the multipath interference by virtue of its code-correlation receiver.
(See Section 15.5.1.). FH can also be used as a technique to mitigate
the distortion caused by frequency-selective fading, provided the
hopping rate is at least equal to the symbol rate. Compared to DS/SS,
mitigation takes place through a different mechanism. FH receivers
avoid the degradation effects due to multipath by rapidly changing in
the transmitter carrier-frequency band, thus avoiding the interference
by changing the receiver band position before the arrival of

the multipath signal,
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15.23 (cont’d.)

TDMA can most naturally provide mitigation against fast fading.
This comes about because TDMA systems are burst systems. Users
transmit in bursts when their assigned slot appears. Thus, the
transmission rate in a TDMA system is much higher than would
ordinarily be needed for sending the same information on a dedicated
channel. For example, in GSM the signaling rate for voice signals is
271 ksymbols/s. Since fast-fading occurs whenever the symbol rate is
less than the fading rate, there is a natural protection agains this type
of degradation when using faster signaling.

15.24
We first calculate the total signal envelope in terms of the voltage

gains, (5;, which is given by:

M

il
L)

v, =

M Gir;- where M =4

= (0.5) (0.87) + (0.8) (1.21) + (1.0) (0.66) + (0.8) (1.90) = 3.583 volts

Since each signal is received with its own demodulator, then we next
can calculate the total noise power given by:

M
Ny=NY G?
i=1

=0.250.5*+0.8* +1.0°+ 0.8 =2.53

For the signal-to-noise ration, Y, we can now write,

_1r, _3.58% _
Yu= 3N, T3Sy - Y

where the factor of Y2 stems from the fact that the total average
normalized power of a bandpass waveform can be shown to equal %2
of the average of the envelope magnitude-square [1, 10].
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(b) For the case where GI. = r;.z/ N and the SNR out of the diversity

combiner is the sum of the SNRs in each branch, the sum of the
individual SNRs is

i 2 _[0.872+1.212+0.662 +1.902
2
=1

= 5 025) J =12.53

15.25
(a) To solve for M, we need to rearrange the following expression:

M
e ]

We have that I'= 15 dB and the thresholdy = 5 dB. Thus, y/I" = 0.1,
and we have the following:

107% = [l —exp(-0. 1)]M
On re-arranging
M= In10~+

- ln[l—exp(—O.l)J =391

Thus we require at least 4 branches in order to meet the above
specification.

(b) We use the following:

M
P('yl. >y) =1—[1—exp{m%ﬂ which we calculate, using M =4

P(1,>¥)=1-[1-exp(-0.1)] = 0.9999179

15-18




BN

15.26

(a) With selection diversity we determine the instantaneous value of
SNR for each branch which we assume is used in order to make the
selection process. The SNR for branch i is given by:

r_2
=t
SNR; =51
and since the average noise power is given to be the same for both
branches, we can make our selection based on the branch whose signal
has the maximum amplitude value squared. In this case the following
would be selected.:

[B1, B1, B2, B1, B2, Bl, B2, B2, B2, B1]

We assume that the selection operates on an instantaneous basis from
one time interval to the next.

(b) With feedback diversity the signals are scanned in a fixed
sequence until one 1s found which is above a predetermined threshold.
This signal is received until it falls below the threshold value upon
which the scanning process is re-initiated. We can firstly calculate the
voltage level for which the threshold corresponds to. We know that:

?'-2

which upon rearranging and introducing the value N = 0.25 gives
r,=11.257. Since both branches have the same average noise power,

we just need to ensure that we scan until a branch which has |;|=1.257

is found. Assume that we begin scanning from Branch 1. In this case,
the following would be selected:

[B1, B1, B1, B1, B2, B2, B2, B2, B2, B1]
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It is worth noting that with selection diversity, an improvement

in the SNR can be achieved without great complexity in the receiver.
To achieve this kind of diversity, it is only necessary to implement an
antenna switch and a monitoring algorithm (to determine if and when
switching is required). Feedback diversity has the advantage that it is
also very easy to implement, although it does not provide the diversity
advantages achievable through the use of more complex techniques,
which follow.

(c) With maximum ratio combining, we need to take into account the
respective gains of each branch that has been supplied. The following
needs to be calculated for each time interval k;

M
The signal envelope given by: 1, => G,
=1
M
The total noise power given by: N, =NY G}
i=]
Ty
2N,

And finally the SNR is: 7y, =

where the summations given above are over two elements. If we
assume we begin at time &k = 1 and finish at time k = 10, the following
is obtained:

_ (L22(1.852 +(1.4)*(1.67* _ 10.39

k=1: = =6.11
Tu 2(0.25)[(1.2)2 +(1 .4)2] 1.7
k=2 v =1L22A91Y+(1.4)(1.69)* _ 1085 _ 40
== T 2(0‘25)[(1.2)2 +(1.4)2] 1.7
k=3 v, = (122130 +(147(-2.13)° _ 11.36 _ . o

2(0.25)[(1.2)2 +(1 .4)2] 1.7
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_(1.2)%(-1.58)* +(1.4)°(~1.26)* _ 6.71 _

A=A vy 2(0.25)[(1.2) +(1.47? | 17
ke = o e ] T 17
Lot AT
b=t e o ra ]~ 1772

et ST

Lo - ZERIAEY 9

k= 10: vy, = L2225 +LAP(-108) _ 958 _ o

2(0.25)[(1.2)2 +(1 .4)2] 1.7

(d) For equal gain combining we have the same as above, except that
now the gain in all branches is set to unity. We obtain the following:

2 2
(L85 +(1.67) __ _ 621 _,

k=1: = — - =
I 02s) a2 +aar] 1
2 2
b v (LO1?+(169P  _ 650 _, 4
T S 0asaarradr] 17
- 2 (- 2
k=3 yy = CLAVHCRII 625 5
2(0.25)[ (1.2)* +(1.4) .
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(-1.58)* +(~1.26)" _ 4.08

E=4 Yy =2(0.25)[(1.2)2+(1.4)2] 17 %
£227 Yy =2(0{;52)E§;)(21 zz):)z] = 41'547922‘64
200 T = 2(0(;55;:551;;; fg):)?] - 61'.872 =401
=T Y 22(0.(;;%;215?1);)2] ) 21%0:1'70
o s~ 17
k=9; v, (213 +(2.31F  _ 9.87_ 5o

} 2(0.25)| (1.2 +(L.4)? | T 17

— 2 _ 2
k=10: vy, = (-2.25)°+(-1.08° _ 623:—3.66

2(0.25)[(1.2)24—(1.4)2] 1.7

Both maximal-ratio and equal-gain combining typically provide better
performance than selection and feedback diversity since at any one
time, when a diversity caiculation is made, all the information
available in ALL the branches is utilized. Equal-gain combining has
slightly worse performance than that which is available with maximal-
ratio combining, since maximal-ratio combining utilizes variable
weights which optimize the maximum available SNR. This can be
seen from the solutions to parts (c) and (d), since the SNR at each time
instant obtained with maximal-ratio combining is superior to that
obtained with equal-gain combining. It is worth noting however that
equal gain combining still manifests better SNR performance than
selection and feedback diversity since, it still makes use of
information available in all branches.
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15.28 (cont’d.)

Problems 15.27 and 15.28 illustrate a technique for
mitigating the “smearing” effects of ISI. Because the
Viterbi decoding algorithm is used, the technique is often
referred to as Viterbi equalization. In Problem 15.27, the
ISI corresponds to a channel having memory, in that each
signaling interval represents the superposition of several
symbol components. Whenever a signal is constrained by a
memory of the past, the signaling scheme can be referred to
as a “finite-state machine,” and a trellis diagram 1s a simple
way to describe it. Problem 15.27 lays out the nature of the
ISI caused either by circuitry or by a multipath channel (or
both), and asks for a description of the resulting smeared
waveform and its trellis-diagram characterization (encoding
trellis). The only difference between this trellis and the
ones described in Chapter 7, is that here we show channel-
waveform voltage values rather than channel-bit values on
the trellis transitions. In Problem 15.28, after noise has
been added to the distorted sequence, we can estimate the
original message sequence with the use of a decoding
trellis. This follows the same Viterbi algorithm described
in Chapter 7. The only difference is that here the metric
placed on each trellis transition is the voltage difference
between the signal that was received and the noiseless
signal that would have been received had the encoder made
the transition in question. The rest of the signal processing
1s exactly the same as in the decoding of convolutionally
encoded bits. Once the trellis is pruned, so that a2 “common
stem” appears, a bit-decoding can take place, where dashed
lines and solid lines represent 1 and O respectively.
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15.29

(a) The bit rate is equal to the symbol rate because the
modulation is binary (BPSK). The bit period is equal to
1/(160x10°) = 6.25 ps. The amount of dispersion in the signal
is equal to 25 ps, and therefore the Viterbi equalizer requires a
memory corresponding to approximately (25/6.25) 4 bit
intervals.

(b) For a doubling of the bit rate and assuming BPSK
modulation is still used, the bit period 1s now equal to
1/(2x160%10%) = 3.125 ps. The Viterbi equalizer now requires
a memory span of (25/3.125) = 8 bit intervals.
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