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Preface

The word ‘satellite’ is a household name today. It sounds very familiar to all of us irrespective
of our educational and professional background. It is no longer the prerogative of a few
select nations and is not a topic of research and discussion that is confined to the premises
of big academic institutes and research organizations. Today, it is not only one of the main
subjects taught at undergraduate, graduate and postgraduate level; it is the bread and butter
for a large percentage of electronics, communications and IT professionals working for
academic institutes, science and technology organizations and industry. Most of the books
on satellite technology and its applications cover only communications-related applications of
satellites, with either occasional or no reference to other important applications, which include
remote sensing, weather forecasting, scientific, navigational and military applications. Also,
space encyclopedias mainly cover the satellite missions and their applications with not much
information on the technological aspects.

Satellite Technology: Principles and Applications is a concise and yet comprehensive
reference book on the subject of satellite technology and its applications, covering in
one volume both communications as well as non-communication applications. The second
edition has an additional chapter on Earth stations. The chapter on military satellites has been
comprehensively revised by including several new topics, notably space weapons. A number of
new topics have been included in other chapters as well to make the book more comprehensive
and up-to-date covering all the developmental technologies and trends in the field of satellites.
The intended audience for this book includes undergraduate and graduate level students and
electronics, telecommunications and IT professionals looking for a compact and comprehen-
sive reference book on satellite technology and its applications.

The book is logically divided into two parts, namely satellite technology fundamentals
covered in Chapters 1 to 8, followed by satellite applications in Chapters 9 to 14. The
first introductory chapter begins with a brief account of the historical evolution of satellite
technology, different types of satellite missions and areas of application of satellite
technology. The next two chapters focus on orbital dynamics and related topics. The study
of orbits and trajectories of satellites and satellite launch vehicles is the most fundamental
topic of the subject of satellite technology and also perhaps the most important one. It is
important because it gives an insight into the operational aspects of this wonderful piece of
technology. An understanding of the orbital dynamics would put us on a sound footing to
address issues like types of orbits and their suitability for a given application, orbit stabiliza-
tion, orbit correction and station-keeping, launch requirements and typical launch trajectories
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for various orbits, Earth coverage and so on. These two chapters are well supported by the
required mathematics and design illustrations.

After addressing the fundamental issues related to the operational principle of satellites,
the dynamics of the satellite orbits, the launch procedures and various in-orbit operations, the
focus in Chapter 4 is on satellite hardware, irrespective of its intended application. Different
subsystems of a typical satellite and issues like the major functions performed by each one of
these subsystems along with a brief discussion of their operational considerations are covered
in this chapter.

After an introduction to the evolution of satellites, satellite orbital dynamics and hardware in
the first four chapters, the focus shifts to topics that relate mainly to communication satellites
in the three chapters thereafter. The topics covered in the first of the three chapters, Chapter 5,
mainly include communication fundamentals with particular reference to satellite communica-
tion followed by multiple access techniques in the next chapter. Chapter 7 focuses on satellite
link design related aspects.

Satellite applications are in the second part of the book in Chapters 9 to 14. Based on
the intended applications, the satellites are broadly classified as communication satellites,
navigation satellites, weather forecasting satellites, Earth observation satellites, scientific
satellites and military satellites. We intend to focus on this ever-expanding vast arena of
satellite applications. The emphasis is on the underlying principles, the application potential,
their contemporary status and future trends.

Chapter 8 is on Earth station design and discusses the different types of Earth stations used
for varied applications, Earth station architecture and design considerations, key performance
parameters of an Earth station, Earth station testing, and some representative Earth stations.

Communication satellites account for more than 80% of the total number of satellites in
operation. This is one of the most widely exploited applications of satellites. The first chapter
on satellite applications covers all the communication-related applications of satellites, which
mainly include satellite telephony, satellite radio, satellite television and data broadcasting
services. Major international communication satellite missions have also been described at
length. The future trends in the field of communication satellites are also highlighted at the
end of the chapter.

Remote sensing is a technology used for obtaining information about the characteristics
of an object through an analysis of the data acquired from it at a distance. Satellites play
an important role in remote sensing. In Chapter 10, various topics related to remote sensing
satellites are covered, including their principle of operation, payloads on board these satellites
and their use to acquire images, processing and analysis of these images using various digital
imaging techniques, and finally interpreting these images for studying various features of Earth
for varied applications. We also introduce some of the major remote sensing satellite systems
used for the purpose and the recent trends in the field towards the end of the chapter.

The use of satellites for weather forecasting and prediction of related phenomena has
become indispensable. There is a permanent demand from the media with the requirement
of short term weather forecasts for the general public, reliable prediction of the movements of
tropical cyclones to allow re-routing of shipping and a preventive action in zones through which
hurricanes pass. Meteorological information is also of considerable importance for the conduct
of military operations such as reconnaissance missions. In Chapter 11, we take a closer look at
various aspects related to evolution, operation and use of weather satellites. Some of the major
weather satellite missions are covered towards the end of the chapter. Like previous chapters
on satellite applications, this chapter also contains a large number of illustrative photographs.
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Navigation is the art of determining the position of a platform or an object at any specified
time. Satellite-based navigation systems represent a breakthrough in this field, which has
revolutionized the very concept and application potential of navigation. These systems have
grown from a relatively humble beginning as a support technology to that of a critical player
used in the vast array of economic, scientific, civilian and military applications. Chapter 12 gives
a brief outline of the development of satellite-based navigation systems and a descriptive view of
the fundamentals underlying the operation of the GPS and the GLONASS navigation systems,
their functioning and applications. The GALILEO navigation system and other developmental
trends are also covered in the chapter.

The use of satellites for scientific research has removed the constraints like attenuation and
blocking of radiation by the Earth’s atmosphere, gravitational effects on measurements and
difficulty in making in situ studies imposed by the Earth-based observations. Moreover, space-
based scientific research is global by nature and helps to give an understanding of the various
phenomena at a global level. Chapter 13 focuses on the scientific applications of satellites
covering in detail the contributions made by these satellites to Earth sciences, solar physics,
astronomy and astrophysics.

Military systems of today rely heavily on the use of satellites both during war as well as in
peacetime. Many of the military satellites perform roles similar to their civilian counterparts,
mainly including telecommunication services, weather forecasting, navigation and Earth ob-
servation applications. Though some satellite missions are exclusively military in nature, many
contemporary satellite systems are dual-use satellites that are used both for military and civilian
applications. In the concluding chapter of the book, we deliberate on various facets of military
satellites related to their development and application potential. We begin the chapter with an
overview of military satellites, followed by a description of various types of military satellites
depending upon their intended application and a detailed discussion on space weapons.

As an extra resource, the companion website for our book contains a complete compendium
of the features and facilities of satellites and satellite launch vehicles from past, present and
planned futuristic satellite missions for various applications. Please go to www.wiley.com/
go/maini. Colour versions of some of the figures within the book are also available.

The motivation to write this book, and the selection of topics covered, lay in the absence
of any other book which in one volume covers all the important aspects of satellite
technology and its applications. There are space encyclopaedias that provide detailed
information and technical data on the satellites launched by various countries for various
applications, but contain virtually no information on the principles of satellite technology.
There are a host of books on satellite communications, which discuss satellite technology with
a focus on communications-related applications. We have made an honest attempt to offer to
our intended audience, mainly electronics, telecommunication and IT professionals, a concise
yet comprehensive reference book covering in one volume both the technology as well as the
application-related aspects of satellites.

Anil K. Maini
Varsha Agrawal

Laser Science and Technology Centre
India





Part I
Satellite Technology





1
Introduction to Satellites and their
Applications

The word ‘Satellite’ is a household name today. It sounds so familiar to everyone irrespective of
educational and professional background. It is no longer the prerogative of a few select nations
and not a topic of research and discussion that is confined to the premises of big academic
institutes and research organizations. It is a subject of interest and discussion not only to
electronics and communication engineers, scientists and technocrats; it fascinates hobbyists,
electronics enthusiasts and to a large extent, everyone.

In the present chapter, the different stages of evolution of satellites and satellite launch vehi-
cles will be briefly discussed, beginning with the days of hot air balloons and sounding rockets
of the late 1940s/early 1950s to the contemporary status in the beginning of the 21st century.

1.1 Ever-expanding Application Spectrum

What has made this dramatic transformation possible is the manifold increase in the application
areas where the satellites have been put to use. The horizon of satellite applications has extended
far beyond providing intercontinental communication services and satellite television. Some
of the most significant and talked about applications of satellites are in the fields of remote
sensing and Earth observation. Atmospheric monitoring and space exploration are the other
major frontiers where satellite usage has been exploited a great deal. Then there are the host
of defence related applications, which include secure communications, navigation, spying and
so on.

The areas of application are multiplying and so is the quantum of applications in each of those
areas. For instance, in the field of communication related applications, it is not only the long
distance telephony and video and facsimile services that are important; satellites are playing
an increasing role in newer communication services such as data communication, mobile
communication, etc. Today, in addition to enabling someone to talk to another person thousands
of miles away from the comfort of home or bringing live on television screens cultural, sporting
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or political events from all over the globe, satellites have made it possible for all to talk to
anyone anywhere in the world, with both people being able to talk while being mobile. Video
conferencing, where different people at different locations, no matter how far the distance is
between these locations, can hold meetings in real time to exchange ideas or take important
decisions, is a reality today in big establishments. The Internet and the revolutionary services
it has brought are known to all of us. Satellites are the backbone of all these happenings.

A satellite is often referred to as an ‘orbiting radio star’ for reasons that can be easily
appreciated. These so-called orbiting radio stars assist ships and aircraft to navigate safely in
all weather conditions. It is interesting to learn that even some categories of medium to long
range ballistic and cruise missiles need the assistance of a satellite to hit their intended targets
precisely. The satellite-based global positioning system (GPS) is used as an aid to navigate
safely and securely in unknown territories.

Earth observation and remote sensing satellites give information about the weather, ocean
conditions, volcanic eruptions, earthquakes, pollution and health of agricultural crops and
forests. Another class of satellites keeps watch on military activity around the world and helps
to some extent in enforcing or policing arms control agreements.

Although mankind is yet to travel beyond the moon, satellites have crossed the solar system
to investigate all planets. These satellites for astrophysical applications have giant telescopes
on board and have sent data that has led to many new discoveries, throwing new light on the
universe. It is for this reason that almost all developed nations including the United States,
the United Kingdom, France, Japan, Germany, Russia and major developing countries like
India have a full fledged and heavily funded space programme, managed by organizations with
massive scientific and technical manpower and infrastructure.

1.2 What is a Satellite?

A satellite in general is any natural or artificial body moving around a celestial body such as
planets and stars. In the present context, reference is made only to artificial satellites orbiting
the planet Earth. These satellites are put into the desired orbit and have payloads depending
upon the intended application.

The idea of a geostationary satellite originated from a paper published by Arthur C. Clarke,
a science fiction writer, in the Wireless World magazine in the year 1945. In that proposal, he
emphasized the importance of this orbit whose radius from the centre of Earth was such that
the orbital period equalled the time taken by Earth to complete one rotation around its axis.
He also highlighted the importance of an artificial satellite in this orbit having the required
instrumentation to provide intercontinental communication services because such a satellite
would appear to be stationary with respect to an observer on the surface of Earth. Though the
idea of a satellite originated from the desire to put an object in space that would appear to
be stationary with respect to Earth’s surface, thus making possible a host of communication
services, there are many other varieties of satellites where they need not be stationary with
respect to an observer on Earth to perform the intended function.

A satellite while in the orbit performs its designated role throughout its lifetime. A commu-
nication satellite (Figure 1.1) is a kind of repeater station that receives signals from ground,
processes them and then retransmits them back to Earth. An Earth observation satellite
(Figure 1.2) is a photographer that takes pictures of regions of interest during its periodic motion.
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Figure 1.1 Communication satellite

A weather forecasting satellite (Figure 1.3) takes photographs of clouds and monitors other at-
mospheric parameters, thus assisting the weatherman in making timely and accurate forecasts.

A satellite could effectively do the job of a spy in the case of some military satellites
(Figure 1.4) meant for the purpose or of an explorer when suitably equipped and launched for
astrophysical applications (Figure 1.5).

Figure 1.2 Earth observation satellite
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Figure 1.3 Weather forecasting satellite (Courtesy: NOAA and NASA)

Figure 1.4 Military satellite (Courtesy: Lockheed Martin)

Figure 1.5 Scientific satellite (Courtesy: NASA and STScl)
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1.3 History of the Evolution of Satellites

It all began with an article by Arthur C. Clarke published in October 1945 issue of Wireless
World, which theoretically proposed the feasibility of establishing a communication satellite in
a geostationary orbit. In that article, he discussed how a geostationary orbit satellite would look
static to an observer on Earth within the satellite’s coverage, thus providing an uninterrupted
communication service across the globe. This marked the beginning of the satellite era. The
scientists and technologists started to look seriously at such a possibility and the revolution it
was likely to bring along with it.

1.3.1 Era of Hot Air Balloons and Sounding Rockets

The execution of the mission began with the advent of hot air balloons and sounding rockets
used for the purpose of aerial observation of planet Earth from the upper reaches of Earth’s
atmosphere. The 1945–1955 period was dominated by launches of experimental sounding
rockets to penetrate increasing heights of the upper reaches of the atmosphere. These rockets
carried a variety of instruments to carry out their respective mission objectives.

A-4 (V-2) rockets used extensively during the Second World War for delivering explosive
warheads attracted the attention of the users of these rockets for the purpose of scientific
investigation of the upper atmosphere by means of a high altitude rocket. With this started the
exercise of modifying these rockets so that they could carry scientific instruments. The first of
these A-4 rockets to carry scientific instruments to the upper atmosphere was launched in May
1946 (Figure 1.6). The rocket carried an instrument to record cosmic ray flux from an altitude
of 112 km. The launch was followed by several more during the same year.

The Soviets, in the meantime, made some major modifications to A-4 rockets to achieve
higher performance levels as sounding rockets. The last V-2A rocket (the Soviet version of the
modified A-4 rocket), made its appearance in 1949. It carried a payload of 860 kg and attained
a height of 212 km.

Figure 1.6 First A-4 rocket to be launched (Courtesy: NASA)
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Figure 1.7 Sputnik-1 (Courtesy: NASA)

1.3.2 Launch of Early Artificial Satellites

The United States and Russia were the first two countries to draw plans for artificial satellites
in 1955. Both countries announced their proposals to construct and launch artificial satellites.
It all happened very quickly. Within a span of just two years, Russians accomplished the feat
and the United States followed quickly thereafter.

Sputnik-1 (Figure 1.7) was the first artificial satellite that brought the space age to life.
Launched on 4 October 1957 by Soviet R7 ICBM from Baikonur Cosmodrome, it orbited
Earth once every 96 minutes in an elliptical orbit of 227 km × 941 km inclined at 65.1◦ and
was designed to provide information on density and temperature of the upper atmosphere. After
92 successful days in orbit, it burned as it fell from orbit into the atmosphere on 4 January 1958.

Sputnik-2 and Sputnik-3 followed Sputnik-1. Sputnik-2 was launched on 3 November 1957
in an elliptical orbit of 212 km × 1660 km inclined at 65.33◦. The satellite carried an animal,
a female dog named Laika, in flight. Laika was the first living creature to orbit Earth. The
mission provided information on the biological effect of the orbital flight. Sputnik-3, launched
on 15 May 1958, was a geophysical satellite that provided information on Earth’s ionosphere,
magnetic field, cosmic rays and meteoroids. The orbital parameters of Sputnik-3 were 217 km
(perigee), 1864 km (apogee) and 65.18◦ (orbital inclination).

The launches of Sputnik-1 and Sputnik-2 had both surprised and embarrassed the Americans
as they had no successful satellite launch to their credit till then. They were more than eager
to catch up. Explorer-1 (Figure 1.8) was the first satellite to be successfully launched by the
United States. It was launched on 31 January 1958 by Jupiter-C rocket from Cape Canaveral.
The satellite orbital parameters were 360 km (perigee), 2534 km (apogee) and 33.24◦ (orbital
inclination). Explorer’s design was pencil-shaped, which allowed it to spin like a bullet as
it orbited the Earth. The spinning motion provided stability to the satellite while in orbit.
Incidentally, spin stabilization is one of the established techniques of satellite stabilization.
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Figure 1.8 Explorer-1 (Courtesy: NASA/JPL-Caltech)

During its mission, it discovered that Earth is girdled by a radiation belt trapped by the mag-
netic field.

After the successful launch of Explorer-1, there followed in quick succession the launches
of Vanguard-1 on 5 February 1958, Explorer-2 on 5 March 1958 and Vanguard-1 (TV-4) on
17 March 1958 (Figure 1.9). The Vanguard-1 and Explorer-2 launches were unsuccessful.
The Vanguard-1 (TV-4) launch was successful. It was the first satellite to employ solar cells
to charge the batteries. The orbital parameters were 404 km (perigee), 2465 km (apogee) and
34.25◦ (orbit inclination). The mission carried out geodetic studies and revealed that Earth was
pear-shaped.

Figure 1.9 Vanguard-1 (TV-4) (Courtesy: NASA)
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1.3.3 Satellites for Communications, Meteorology and Scientific
Exploration – Early Developments

Soviet experiences with the series of Sputnik launches and American experiences with the
launches of the Vanguard and Explorer series of satellites had taken satellite and satellite
launch technology to sufficient maturity. The two superpowers by then were busy extending
the use of satellites to other possible areas such as communications, weather forecasting,
navigation and so on. The 1960–1965 period saw the launches of experimental satellites for
the above-mentioned applications. 1960 was a very busy year for the purpose. It saw the
successful launches of the first weather satellite in the form of TIROS-1 (television and infrared
observation satellite) (Figure 1.10) on 1 April 1960, the first experimental navigation satellite
Transit-1B on 13 April 1960, the first experimental infrared surveillance satellite MIDAS-2 on
24 May 1960, the first experimental passive communications satellite Echo-1 (Figure 1.11) on
14 August 1960 and the active repeater communications satellite Courier-1B (Figure 1.12) on
4 October 1960. In addition, that year also saw successful launches of Sputnik-5 and Sputnik-6
satellites in August and December respectively.

While the TIROS-1 satellite with two vidicon cameras on board provided the first pictures
of Earth, the Transit series of satellites was designed to provide navigational aids to the US
Navy with positional accuracy approaching 160 m. The Echo series of satellites, which were
aluminized Mylar balloons acting as passive reflectors to be more precise, established how two
distantly located stations on Earth could communicate with each other through a space-borne
passive reflector was followed by Courier-1B, which established the active repeater concept.
The MIDAS (missile defense alarm system) series early warning satellites established beyond
any doubt the importance of surveillance from space-borne platforms to locate and identify the
strategic weapon development programme of an adversary. Sputnik-5 and Sputnik-6 satellites
further studied the biological effect of orbital flights. Each spacecraft had carried two dog
passengers.

Figure 1.10 TIROS-1 (Courtesy: NASA)
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Figure 1.11 Echo-1 (Courtesy: NASA)

1.3.4 Non-geosynchronous Communication Satellites: Telstar and Relay
Programmes

Having established the concept of passive and active repeater stations to relay communica-
tion signals, the next important phase in satellite history was the use of non-geostationary
satellites for intercontinental communication services. The process was initiated by the
American Telephone and Telegraph (AT&T) seeking permission from the Federal Commu-
nications Commission (FCC) to launch an experimental communications satellite. This gave
birth to the Telstar series of satellites. The Relay series of satellites that followed the Telstar
series also belonged to the same class.

Figure 1.12 Courier-1B (Courtesy: US Army)
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Figure 1.13 Telstar-1 (Courtesy: NASA)

In the Telstar series, Telstar-1 (Figure 1.13), the first true communications satellite and also
the first commercially funded satellite, was launched on 10 July 1962, followed a year later by
Telstar-2 on 7 May 1963. Telstar-2 had a higher orbit to reduce exposure to the damaging effect
of the radiation belt. The Telstar-1 with its orbit at 952 km (perigee) and 5632 km (apogee)
and an inclination of 44.79◦ began the revolution in global TV communication from a non-
geosynchronous orbit. It linked the United States and Europe.

Telstar-1 was followed by Relay-1 (NASA prototype of an operational communication
satellite) launched on 13 December 1962. Relay-2, the next satellite in the series, was launched
on 21 January 1964. The orbital parameters of Relay-1 were 1322 km (perigee), 7439 km
(apogee) and 47.49◦ (inclination). The mission objectives were to test the transmissions of
television, telephone, facsimile and digital data.

It is worthwhile mentioning here that both the Telstar and Relay series of satellites were
experimental vehicles designed to discover the limits of satellite performance and were just
a prelude to much bigger events to follow. For instance, through Telstar missions, scientists
came to discover how damaging the radiation could be to solar cells. Though the problem has
been largely overcome through intense research, it still continues to be the limiting factor on
satellite life.

1.3.5 Emergence of Geosynchronous Communication Satellites

The next major milestone in the history of satellite technology was Arthur C. Clarke’s idea
becoming a reality. The golden era of geosynchronous satellites began with the advent of
the SYNCOM (an acronym for synchronous communication satellite) series of satellites de-
veloped by the Hughes Aircraft Company. This compact spin-stabilized satellite was first
shown at the Paris Air Show in 1961. SYNCOM-1 was launched in February 1963 but the
mission failed shortly. SYNCOM-2 (Figure 1.14), launched on 26 July 1963, became the
first operational geosynchronous communication satellite. It was followed by SYNCOM-3,
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Figure 1.14 SYNCOM-2 (Courtesy: NASA)

which was placed directly over the equator near the international date line on 19 August
1964. It was used to broadcast live the opening ceremonies of the Tokyo Olympics. That
was the first time the world began to see the words ‘live via satellite’ on their television
screens.

Another significant development during this time was the formation of INTELSAT
(International Telecommunications Satellite Organization) in August 1964 with COMSAT
(Communication Satellite Corporation) as its operational arm. INTELSAT achieved a
major milestone with the launch of the Intelsat-1 satellite, better known as ‘Early Bird’

Figure 1.15 Intelsat-1 (Reproduced by permission of © Intelsat)
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Figure 1.16 Molniya series satellite

(Figure 1.15), on 5 April 1965 from Cape Canaveral. Early Bird was the first geostationary
communications satellite in commercial service. It went into regular service in June 1965 and
provided 240 telephone circuits for connectivity between Europe and North America. Though
designed for an expected life span of only 18 months, it remained in service for more than
three years.

While the Americans established their capability in launching communications satellites
through launches of SYNCOM series of satellites and Early Bird satellite during the 1960–
1965 era, the Soviets did so through their Molniya series of satellites beginning April 1965.
The Molniya series of satellites (Figure 1.16) were unique in providing uninterrupted 24 hours
a day communications services without being in the conventional geostationary orbit. These
satellites pursued highly inclined and elliptical orbits, known as the Molniya orbit (Figure 1.17),
with apogee and perigee distances of about 40 000 km and 500 km and orbit inclination of

Figure 1.17 Molniya orbit
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65◦. Two or three such satellites aptly spaced apart in the orbit provided uninterrupted service.
Satellites in such an orbit with a 12 hour orbital period remained over the countries of the
former Soviet bloc in the northern hemisphere for more than 8 hours. The Molniya-1 series
was followed later by the Molniya-2 (in 1971) and the Molniya-3 series (in 1974).

1.3.6 International Communication Satellite Systems

The Intelsat-1 satellite was followed by the Intelsat-2 series of satellites. Four Intelsat-2 satel-
lites were launched in a span of one year from 1966 to 1967. The next major milestone vis-à-vis
communication satellites was achieved with the Intelsat-3 series of satellites (Figure 1.18) be-
coming fully operational. The first satellite in the Intelsat-3 series was launched in 1968. These
satellites were positioned over three main oceanic regions, namely the Atlantic, the Pacific and
the Indian Oceans, and by 1969 they were providing global coverage for the first time. The
other new concept tried successfully with these satellites was the use of a de-spun antenna
structure, which allowed the use of a highly directional antenna on a spin-stabilized satellite.
The satellites in the Intelsat-1 and Intelsat-2 series had used omnidirectional antennas.

Figure 1.18 Intelsat-3 (Reproduced by permission of © Intelsat)

The communication satellites’ capabilities continued to increase with almost every new
venture. With the Intelsat-4 satellites (Figure 1.19), the first of which was launched in 1971,
the satellite capacity got a big boost. Intelsat-4A series introduced the concept of frequency re-
use. The frequency re-use feature was taken to another dimension in the Intelsat-5 series with
the use of polarization discrimination. While frequency re-use, i.e. use of the same frequency
band, was possible when two footprints were spatially apart, dual polarization allowed the re-
use of the same frequency band within the same footprint. The Intelsat-5 satellites (Figure 1.20),
the first of which was launched in 1980, used both C band and Ku band transponders and were
three-axis stabilized. The satellite transponder capacity has continued to increase through the
Intelsat-6, Intelsat-7 and Intelsat-8 series of satellites launched during the 1980s and 1990s.
Intelsat-9 and Intelsat-10 series were launched in the first decade of the new millennium.
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Figure 1.19 Intelsat-4 (Reproduced by permission of © Intelsat)

The Russians have also continued their march towards development and launching of com-
munication satellites after their success with the Molniya series. The Raduga series (Inter-
national designation: Statsionar-1), the Ekran series (international designation: Statsionar-T),
shown in Figure 1.21, and the Gorizont series (international designation: Horizon) are the latest
in communication satellites from the Russians. All three employ the geostationary orbit.

1.3.7 Domestic Communication Satellite Systems

Beginning in 1965, the Molniya series of satellites established the usefulness of a domestic
communications satellite system when it provided communications connectivity to a large

Figure 1.20 Intelsat-5 (Reproduced by permission of © Intelsat)
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Figure 1.21 Ekran series

number of republics spread over the enormous land-mass of the former Soviet Union. Such
a system was particularly attractive to countries having a vast territory. Canada was the first
non-Soviet country to have a dedicated domestic satellite system with the launch of the Anik-A
series of satellites (Figure 1.22), beginning in 1972. The capabilities of these satellites were
subsequently augmented with the successive series of Anik satellites, named Anik-B (beginning
1978), Anik-C (beginning 1982), Anik-D (also beginning 1982), Anik-E (beginning 1991) and
Anik-F (beginning 2000).

The United States began its campaign for development of domestic satellite communication
systems with the launch of Westar satellite in 1974, Satcom satellite in 1975 and Comstar
satellite in 1976. Satcom was also incidentally the first three-axis body-stabilized geostation-
ary satellite. These were followed by many more ventures. Europe began with the European
communications satellite (ECS series) and followed it with the Eutelsat-II series (Figure 1.23)
and Eutelsat-W series of satellites.

Indonesia was the first developing nation to recognize the potential of a domestic communi-
cation satellite system and had the first of the Palapa satellites placed in orbit in 1977 to link her
scattered island nation. The Palapa series of satellites have so far seen three generations named
Palapa-A (beginning 1977), Palapa-B (beginning 1984) and Palapa-C (beginning 1991).

India, China, Saudi Arabia, Brazil, Mexico and Japan followed suit with their respective
domestic communication satellite systems. India began with the INSAT-1 series of satellites
in 1981 and has already entered the fourth generation of satellites with the INSAT-4 series.
INSAT-4CR (Figure 1.24), the latest in the series, was launched in September 2007. Arabsat,
which links the countries of the Arab League, has also entered the third generation with the
Arabsat-3 series of satellites.
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Figure 1.22 Anik-A (Courtesy: Telesat Canada)

Figure 1.23 Eutelsat-II (Reproduced by permission of © Eutelsat)

1.3.8 Satellites for other Applications also made Rapid Progress

The intention to use satellites for applications other than communications was very evident,
even in the early stages of development of satellites. A large number of satellites were launched
mainly by the former Soviet Union and the United States for meteorological studies, navigation,
surveillance and Earth observation during the 1960s.
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Figure 1.24 INSAT-4A (Courtesy: ISRO)

Making a modest beginning with the TIROS series, meteorological satellites have come
a long way both in terms of the number of satellites launched for the purpose and also ad-
vances in the technology of sensors used on these satellites. Both low Earth as well as geo-
stationary orbits have been utilized in the case of satellites launched for weather forecasting
applications. Major non-geostationary weather satellite systems that have evolved over the
years include the TIROS (television and infrared observation satellite) series and the Nimbus
series beginning around 1960, the ESSA (Environmental Science Service Administration)
series (Figure 1.25) beginning in 1966, the NOAA (National Oceanic and Atmospheric Ad-
ministration) series beginning in 1970, the DMSP (Defense Meteorological Satellite Program)
series initiated in 1965 (all from the United States), the Meteor series beginning in 1969
from Russia and the Feng Yun series (FY-1 and FY-3) beginning 1988 from China. Major
meteorological satellites in the geostationary category include the GMS (geostationary mete-
orological satellite) series from Japan since 1977, the GOES (geostationary operational envi-
ronmental satellite) series from the United States (Figure 1.26) since 1975, the METEOSAT
(meteorological satellite) series from Europe since 1977 (Figure 1.27), the INSAT (Indian

Figure 1.25 ESSA satellites (Courtesy: NASA)
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Figure 1.26 GOES satellite (Courtesy: NOAA and NASA)

satellite) series from India since 1982 (Figure 1.28) and the Feng Yun series (FY-2) from China
since 1997.

Sensors used on these satellites have also seen many technological advances, both in types
and numbers of sensors used as well as in their performance levels. While early TIROS series
satellites used only television cameras, a modern weather forecasting satellite has a variety of
sensors with each one having a dedicated function to perform. These satellites provide very
high resolution images of cloud cover and Earth in visible and infrared parts of the spectrum
and thus help generate data on cloud formation, tropical storms, hurricanes, likelihood of forest
fires, temperature profiles, snow cover and so on.

Remote sensing satellites have also come a long way since the early 1970s with the launch
of the first of the series of Landsat satellites that gave detailed attention to various aspects of
observing the planet Earth from a spaced platform. In fact, the initial ideas of having satellites

Figure 1.27 METEOSAT series (Reproduced by permission of © EUMETSAT)
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Figure 1.28 INSAT series (Courtesy: ISRO)

for this purpose came from the black and white television images of Earth beneath the cloud
cover as sent by the TIROS weather satellite back in 1960, followed by stunning observations
revealed by Astronaut Gordon Cooper during his flight in a Mercury capsule in 1963 when he
claimed to have seen roads, buildings and even smoke coming out of chimneys from an altitude
of more than 160 km. His claims were subsequently verified during successive exploratory
space missions.

Over the years, with significant advances in various technologies, the application spectrum of
Earth observation or remote sensing satellites has expanded very rapidly from just terrain map-
ping called cartography to forecasting agricultural crop yield, forestry, oceanography, pollution
monitoring, ice reconnaissance and so on. The Landsat series from the United States, the SPOT
(satellite pour l’observation de la terre) series from France and the IRS (Indian remote sensing
satellite) series from India are some of the major Earth observation satellites. The Landsat pro-
gramme, beginning with Landsat-I in 1972, has at the time of writing this book progressed to
Landsat-7 (Figure 1.29) as the latest in the series, which was launched in 1999. The SPOT series
has also come a long way, beginning with SPOT-1 in 1986 to SPOT-5 (Figure 1.30) launched

Figure 1.29 Landsat-7 (Courtesy: NASA)
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2002. IRS series launches began in 1988 with the launch of IRS-1A and the most recent satellites
launched in the series are IRS-P6 called Resourcesat 1 (Figure1.31) launched in 2003 and IRS-
P5 called Cartosat 1 launched in 2005. Cartosat 2 and Cartosat 2A launched in 2007 and 2008
respectively are other remote sensing satellites of India. Sensors on board modern Earth obser-
vation satellites include high resolution TV cameras, multispectral scanners (MSS), very high
resolution radiometers (VHRR), thematic mappers (TM), and synthetic aperture radar (SAR).

Figure 1.30 SPOT-5 (Reproduced by permission of © CNES/ill.D.DUCROS, 2002)

Figure 1.31 Resourcesat (Courtesy: ISRO)

1.4 Evolution of Launch Vehicles

Satellite launch vehicles have also seen various stages of evolution in order to meet launch
demands of different categories of satellites. Both smaller launch vehicles capable of launching
satellites in low Earth orbits and giant sized launch vehicles that can deploy multiple satellites in
geostationary transfer orbit have seen improvements in their design over the last four decades of
their history. The need to develop launch vehicles by countries like the United States and Russia
was in the earlier stages targeted to acquire technological superiority in space technology. This
led them to use the missile technology developed during the Second World War era to build
launch vehicles. This was followed by their desire to have the capability to launch bigger
satellites to higher orbits. The next phase was to innovate and improve the technology to
an extent that these vehicles became economically viable, which meant that the attainment of
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mission objectives justified the costs involved in building the launch vehicle. The technological
maturity in launch vehicle design backed by an ever-increasing success rate led to these vehicles
being used for offering similar services to other nations who did not possess them.

The situation in different countries involved in developing launch vehicles is different. On
the one hand, there are nations keen to become self-reliant and attain a certain level of autonomy
in this area; there are others whose commercial activities complement a significant part of their
national activity.

Beginning with a one-stage R-7 rocket (named Semyorka) that launched Sputnik-1 into its
orbit in 1957, Russia has developed a large number of launch vehicles for various applications.
Some of the prominent ones include the Vostok series, the Molniya series (Figure 1.32), the
Soyuz series, the Proton series (Figure 1.33), the Zenit series and Energia series (Figure 1.34).
Energia is capable of placing a payload of 65 to 200 tonnes in a low Earth orbit.

Figure 1.32 Molniya series (Reproduced by permission of © Mark Wade)

Figure 1.33 Proton series (Courtesy: NASA)
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Figure 1.34 Energia series (Reproduced by permission of © Mark Wade)

Important launch vehicles developed by the United States include the Delta series
(Figure 1.35), the Atlas series, the Titan series (Figure 1.36), the Pegasus series and the re-usable
famous Space Shuttle (Figure 1.37). Buran (Figure 1.38) from Russia is another re-usable vehi-
cle similar in design and even dimensions to the American Space Shuttle. The main difference
between the two lies in the fact that Buran does not have its own propulsion system and is

Figure 1.35 Delta series
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Figure 1.36 Titan series (Courtesy: NASA/JPL-Caltech)

Figure 1.37 Space Shuttle (Courtesy: NASA)
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Figure 1.38 Buran series

launched into orbit by Energia launch vehicle. The Ariane launch vehicle from the European
Space Agency (ESA) has entered the fifth generation with the Ariane-5 heavy launch vehicle.
Ariane-5 ECB (Enhanced Capability-B) (Figure 1.39) has the capacity of launching 12 tonnes
to the geostationary transfer orbit.

Figure 1.39 Ariane-5ECA (Reproduced by permission of © ESA-D. DUCROS)
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Long March (Figure 1.40) from China, the PSLV (polar satellite launch vehicle) and the
GSLV (geostationary satellite launch vehicle) (Figure 1.41) from India and the H-2 series from
Japan are some of the other operational launch vehicles.

Figure 1.40 Long March

Figure 1.41 GSLV (Courtesy: ISRO)
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1.5 Future Trends

The technological advances in the field of satellites will be directed with an aim of reducing
the cost and size of the satellites as well as improving the quality of the services provided.
One of the main technological trends is to develop satellites with a longer mission life. Smaller
satellites are being developed as they can be launched using smaller launchers, thereby cutting
the overall mission expenditure.

1.5.1 Communication Satellites

In the case of communication satellites, key technologies include development of large-scale
multi-beam antennas to allow intensive reuse of frequencies, USAT terminals to replace VSAT
terminals, ground user terminals, development of signal processing algorithms to perform in-
telligent functions on-board the satellite including signal regeneration, overcoming the signal
fading problem due to rain and allowing use of smaller antennas. Flexible cross-link commu-
nication between satellites will be developed to allow better distribution of traffic between the
satellites. The trend will be to use millimetre or EHF bands of the spectrum to cope with the
increased demand for broadband services. This will require the development of technologies
to cope with rain-fade problems in these bands. Newer LEO and MEO satellite constellations
will be launched mainly for enhancing land-mobile services.

1.5.2 Weather Forecasting Satellites

Future weather forecasting satellites will carry advanced payloads including multispectral
imagers, sounders and scatterometers with better resolution. Hyperspectral measurements from
newly developed interferometers will be possible in the near future. These instruments will have
more than a thousand channels over a wide spectral range. Also, the satellite data download
rates are expected to exceed several terabytes per day.

The GOES-R satellite planned to be launched in the year 2015 will carry several sophisticated
instruments including the Advanced Baseline Imager (ABI), Space Environment In-Situ Suite
(SEISS), Solar Imaging Suite (SIS), Geostationary Lightning Mapper (GLM) and Magnetome-
ter. SEISS further comprises two Magnetospheric Particle Sensors (MPS-HI and MPS-LO), an
Energetic Heavy Ion Sensor (EHIS) and a Solar and Galactic Proton Sensor (SGPS). The SIS
payload has a Solar Ultraviolet Imager (SUVI), a Solar X-Ray Sensor (XRS) and an Extreme
Ultraviolet Sensor (EUVS).

1.5.3 Earth Observation Satellites

For Earth observation satellites, technological advancements will lead to better resolution,
increase in observation area and reduction in access time, i.e time taken between the request of
an image by the user and its delivery. Plans for future missions and instruments include entirely
new types of measurement technology, such as hyper-spectral sensors, cloud radars, lidars
and polarimetric sensors that will provide new insights into key parameters of atmospheric
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temperature and moisture, soil moisture and ocean salinity. Several new gravity field missions
aimed at more precise determination of the marine geoid will also be launched in the future.
These missions will also focus on disaster management and studies of key Earth System
processes – the water cycle, carbon cycle, cryosphere, the role of clouds and aerosols in global
climate change and sea level rise.

1.5.4 Navigational Satellites

Satellite based navigation systems are being further modernized so as to provide more accu-
rate and reliable services. The modernization process includes launch of new more powerful
satellites, use of new codes, enhancement of ground system, etc. Infact satellite based systems
will be integrated with other navigation systems so as to increase their application potential.

The GPS system is being modernized so as to provide more accurate, reliable and integrated
services to the users. The first efforts in modernization began with the discontinuation of the
selective availability feature, so as to improve the accuracy of the civilian receivers. In contin-
uation of this step, Block IIRM satellites will carry a new civilian code on the L2 frequency.
This will help in further improving accuracy by compensating for atmospheric delays and will
ensure greater navigation security. Moreover, these satellites will carry a new military code
(M-code) on both the L1 and L2 frequencies. This will provide increased resistance to jam-
ming. This new code will be operational by the year 2010. The satellites will also have more
accurate clock systems.

Block-IIF satellites (to be launched after the Block II satellites), planned to be launched by
the year 2011, will have a third carrier signal, L5, at 1176.45 MHz. They will also have larger
design life, fast processors with more memory, and a new civil signal. The GPS-III phase of
satellites is at the planning stage. These satellites will employ spot beams. The use of spot
beams results in increased signal power, enabling the system to be more reliable and accurate,
with system accuracy approaching a metre. As far as the GLONASS system is concerned,
efforts are being made to make the complete system operational in order to exploit its true
application potential.

Another satellite navigation system that is being developed is the European Galileo system.
The first Galileo satellite was launched on 28 December 2005. It is planned to launch another
satellite in the near future. These satellites will define the critical technologies of the system.
Following this, four operational satellites will be launched to complete the validation of the
basic Galileo space segment and its related ground segment. Once this In-Orbit Validation
(IOV) phase has been completed, the remaining operational satellites will be placed in orbit so
as to reach the full operational capability. The fully operational Galileo system will comprise
30 satellites (27 operational and three active spares), positioned in three circular Medium Earth
Orbit (MEO) planes at 23 222 km altitude above the Earth, and with each orbital plane inclined
at 56 degrees to the equatorial plane. The system will be operational in the near future. All of
these developments will expand the horizon of their applications to new dimensions. In fact,
the future of satellite navigation systems is as unlimited as one’s imagination.

Navigation satellite services will improve as the services provided by the three major navi-
gation satellite systems (GPS, GLONASS, and GALILEO) will be integrated and the user will
be able to obtain position information with the same receiver from any of the satellites of the
three systems.
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1.5.5 Military Satellites

The sphere of application of military satellites will expand further to provide a variety of
services ranging from communication services to gathering intelligence imagery data, from
weather forecasting to early warning applications, from providing navigation information to
providing timing data. They have become an integral component of the military planning
of various developed countries, especially of the USA and Russia. Developing countries are
designing their military satellites so as to protect their territory. The concept of space based
lasers is evolving wherein the satellites carrying onboard high power lasers will act as nuclear
deterrent. These satellites will destroy the nuclear missile in its boost phase within the country
that is launching it.

Further Reading

Labrador, V. and Galace, P. (2005) Heavens Fill with Commerce: A Brief History of the
Communications Satellite Industry, Satnews Publishers, California.

Internet Sites

1. http://electronics.howstuffworks.com/satellite.htm/printable
2. http://www.aero.org/publications/gilmore/gilmore-1.html
3. http://www.thetech.org/exhibits events/online/satellite/home.html
4. www.intelsat.com
5. www.isro.org
6. www.nasa.gov

Glossary
Ariane: European Space Agency’s launch vehicle
Astronaut: A space traveller, i.e. a person who flies in space either as a crew member or a passenger
Astrophysics: Study of the physical and chemical nature of celestial bodies and their environments
Buran: A re-usable launch vehicle, Russian counterpart of a space shuttle
Early Bird: Other name for Intelsat-1. First geostationary communications satellite in commercial
service
Explorer-1: First successful satellite from the United States
Footprint: The area of coverage of a satellite
Geostationary orbit: An equatorial circular orbit in which the satellite moves from west to east with a
velocity such that it remains stationary with respect to a point on the Earth. Also known as the Clarke
orbit after the name of the science fiction writer who first proposed this orbit
GPS: An abbreviation for the global positioning system. It is a satellite-based navigation system that
allows you to know your position coordinates with the help of a receiver anywhere in the world under
any weather condition
GSLV: Abbreviation for geostationary satellite launch vehicle. Launch vehicle from India
INTELSAT: Acronym for International Telecommunications Satellite Consortium operating satellites
internationally for both domestic and international telecommunication services
Landsat: First remote sensing satellite series in the world from USA
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Molniya orbit: A highly inclined and elliptical orbit used by Russian satellites with apogee and perigee
distances of about 40 000 and 500 km and an orbit inclination of 65◦. Two or three such satellites aptly
spaced apart in the orbit provide an uninterrupted communication service
Multispectral scanner (MSS): A multispectral scanning device that uses an oscillating mirror to
continuously scan Earth passing beneath the spacecraft
NASA: National Aeronautics and Space Administration
Palapa: First domestic communication satellite from a developing country, Indonesia
Payload: Useful cargo-like satellite being a payload of a launch vehicle
Satellite: A natural or artificial body moving around a celestial body
Sounding rocket: A research rocket used to obtain data from the upper atmosphere
Space shuttle: A re-usable launch vehicle from the United States
Spin-stabilized satellite: A satellite whose attitude stabilization is achieved by the spinning motion of
the satellite. It employs the gyroscopic or spinning top principle
Sputnik-1: First artificial satellite launched by any country. Launched on 4 October 1957 by erstwhile
Soviet Union
Thematic mapper: A type of scanning sensor used on Earth observation satellites
Three-axis stabilized satellite: A satellite whose attitude is stabilized by an active control system that
applies small forces to the body of the spacecraft to correct any undesired changes in its orientation
TIROS: First series of weather forecast satellites, launched by United States
Transponder: A piece of radio equipment that receives a signal from the Earth station at the uplink
frequency, amplifies it and then retransmits the same signal at the downlink frequency
Westar: First domestic communication satellite from the United States





2
Satellite Orbits and Trajectories

The study of orbits and trajectories of satellites and satellite launch vehicles is the most funda-
mental topic of the subject of satellite technology and perhaps also the most important one. It
is important because it gives an insight into the operational aspects of this wonderful piece of
technology. An understanding of the orbital dynamics would give a sound footing to address
issues like types of orbits and their suitability for a given application, orbit stabilization, orbit
correction and station keeping, launch requirements and typical launch trajectories for various
orbits, Earth coverage and so on. This chapter and the one after this focus on all these issues
and illustrate various concepts with the help of necessary mathematics and a large number of
solved problems.

2.1 Definition of an Orbit and a Trajectory

While a trajectory is a path traced by a moving body, an orbit is a trajectory that is periodically
repeated. While the path followed by the motion of an artificial satellite around Earth is an
orbit, the path followed by a launch vehicle is a trajectory called the launch trajectory. The
motion of different planets of the solar system around the sun and the motion of artificial
satellites around Earth (Figure 2.1) are examples of orbital motion.

The term ‘trajectory’, on the other hand, is associated with a path that is not periodically
revisited. The path followed by a rocket on its way to the right position for a satellite launch
(Figure 2.2) or the path followed by orbiting satellites when they move from an intermediate
orbit to their final destined orbit (Figure 2.3) are examples of trajectories.

2.2 Orbiting Satellites – Basic Principles

The motion of natural and artificial satellites around Earth is governed by two forces. One of
them is the centripetal force directed towards the centre of the Earth due to the gravitational
force of attraction of Earth and the other is the centrifugal force that acts outwards from the

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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Figure 2.1 Example of orbital motion – satellites revolving around Earth

Figure 2.2 Example of trajectory – path followed by a rocket on its way during satellite launch

Figure 2.3 Example of trajectory – motion of a satellite from the intermediate orbit to the final orbit
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Figure 2.4 Gravitational force and the centrifugal force acting on bodies orbiting Earth

centre of the Earth (Figure 2.4). It may be mentioned here that the centrifugal force is the
force exerted during circular motion, by the moving object upon the other object around which
it is moving. In the case of a satellite orbiting Earth, the satellite exerts a centrifugal force.
However, the force that is causing the circular motion is the centripetal force. In the absence of
this centripetal force, the satellite would have continued to move in a straight line at a constant
speed after injection. The centripetal force directed at right angles to the satellite’s velocity
towards the centre of the Earth transforms the straight line motion to the circular or elliptical
one, depending upon the satellite velocity. Centripetal force further leads to a corresponding
acceleration called centripetal acceleration as it causes a change in the direction of the satellite’s
velocity vector. The centrifugal force is simply the reaction force exerted by the satellite in a
direction opposite to that of the centripetal force. This is in accordance with Newton’s third
law of motion, which states that for every action there is an equal and opposite reaction. This
implies that there is a centrifugal acceleration acting outwards from the centre of the Earth
due to the centripetal acceleration acting towards the centre of the Earth. The only radial force
acting on the satellite orbiting Earth is the centripetal force. The centrifugal force is not acting
on the satellite; it is only a reaction force exerted by the satellite.

The two forces can be explained from Newton’s law of gravitation and Newton’s second
law of motion as outlined in the following paragraphs.

2.2.1 Newton’s Law of Gravitation

According to Newton’s law of gravitation, every particle irrespective of its mass attracts every
other particle with a gravitational force whose magnitude is directly proportional to the product
of the masses of the two particles and inversely proportional to the square of the distance
between them and written as

F = Gm1m2

r2 (2.1)
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where

m1, m2 = masses of the two particles
r = distance between the two particles

G = gravitational constant = 6.67 × 10−11 m3/kg s2

The force with which the particle with mass m1 attracts the particle with mass m2 equals the
force with which particle with mass m2 attracts the particle with mass m1. The forces are equal
in magnitude but opposite in direction (Figure 2.5). The acceleration, which is force per unit
mass, experienced by the two particles, however, would depend upon their masses. A larger
mass experiences lesser acceleration. Newton also explained that although the law strictly
applied to particles, it is applicable to real objects as long as their sizes are small compared to
the distance between them. He also explained that a uniform spherical shell of matter would
behave as if the entire mass of it were concentrated at its centre.

Figure 2.5 Newton’s law of gravitation

2.2.2 Newton’s Second Law of Motion

According to Newton’s second law of motion, the force equals the product of mass and acceler-
ation. In the case of a satellite orbiting Earth, if the orbiting velocity is v, then the acceleration,
called centripetal acceleration, experienced by the satellite at a distance r from the centre of
the Earth would be v2/r. If the mass of satellite is m, it would experience a reaction force of
mv2/r. This is the centrifugal force directed outwards from the centre of the Earth and for a
satellite is equal in magnitude to the gravitational force.

If the satellite orbited Earth with a uniform velocity v, which would be the case when the
satellite orbit is a circular one, then equating the two forces mentioned above would lead to an
expression for the orbital velocity v as follows:

Gm1m2

r2 = m2v
2

r
(2.2)

v =
√ (

Gm1

r

)
=

√(μ

r

)
(2.3)

where

m1 = mass of Earth
m2 = mass of the satellite
μ = Gm1 = 3.986 013 × 105 km3/s2 = 3.986 013 × 1014 N m2/kg

The orbital period in such a case can be computed from

T = 2πr3/2

√
μ

(2.4)
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In the case of an elliptical orbit, the forces governing the motion of the satellite are the same.
The velocity at any point on an elliptical orbit at a distance d from the centre of the Earth is
given by the formula

v =
√[

μ

(
2

d
− 1

a

)]
(2.5)

where

a = semi-major axis of the elliptical orbit

The orbital period in the case of an elliptical orbit is given by

T = 2πa3/2

√
μ

(2.6)

The movement of a satellite in an orbit is governed by three Kepler’s laws, explained
below.

2.2.3 Kepler’s Laws

Johannes Kepler, based on his lifetime study, gave a set of three empirical expressions that
explained planetary motion. These laws were later vindicated when Newton gave the law
of gravitation. Though given for planetary motion, these laws are equally valid for the mo-
tion of natural and artificial satellites around Earth or for any body revolving around another
body. Here, these laws will be discussed with reference to the motion of artificial satellites
around Earth.

2.2.3.1 Kepler’s First Law

The orbit of a satellite around Earth is elliptical with the centre of the Earth lying at one of
the foci of the ellipse (Figure 2.6). The elliptical orbit is characterized by its semi-major axis
a and eccentricity e. Eccentricity is the ratio of the distance between the centre of the ellipse
and either of its foci (= ae) to the semi-major axis of the ellipse a. A circular orbit is a special

Figure 2.6 Kepler’s first law
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case of an elliptical orbit where the foci merge together to give a single central point and the
eccentricity becomes zero. Other important parameters of an elliptical satellite orbit include
its apogee (farthest point of the orbit from the Earth’s centre) and perigee (nearest point of
the orbit from the Earth’s centre) distances. These are described in subsequent paragraphs.

For any elliptical motion, the law of conservation of energy is valid at all points on the orbit.
The law of conservation of energy states that energy can neither be created nor destroyed; it
can only be transformed from one form to another. In the context of satellites, it means that
the sum of the kinetic and the potential energy of a satellite always remain constant. The value
of this constant is equal to −Gm1m2/(2a), where

m1 = mass of Earth
m2 = mass of the satellite

a = semi-major axis of the orbit

The kinetic and potential energies of a satellite at any point at a distance r from the centre of
the Earth are given by

Kinetic energy = 1

2
(m2v

2) (2.7)

Potential energy = −Gm1m2

r
(2.8)

Therefore,

1

2
(m2v

2) − Gm1m2

r
= −Gm1m2

2a
(2.9)

v2 = Gm1

(
2

r
− 1

a

)
(2.10)

v =
√ [

μ

(
2

r
− 1

a

)]
(2.11)

2.2.3.2 Kepler’s Second Law

The line joining the satellite and the centre of the Earth sweeps out equal areas in the plane of
the orbit in equal time intervals (Figure 2.7); i.e. the rate (dA/dt) at which it sweeps area A is
constant. The rate of change of the swept-out area is given by

dA

dt
= angular momentum of the satellite

2m
(2.12)

where m is the mass of the satellite. Hence, Kepler’s second law is also equivalent to the law of
conservation of momentum, which implies that the angular momentum of the orbiting satellite
given by the product of the radius vector and the component of linear momentum perpendicular
to the radius vector is constant at all points on the orbit.
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Figure 2.7 Kepler’s second law

The angular momentum of the satellite of mass m is given by mr2ω, where ω is the angu-
lar velocity of the satellite. This further implies that the product mr2ω = (mωr) (r) = mv′r
remains constant. Here v′ is the component of the satellite’s velocity v in the direction per-
pendicular to the radius vector and is expressed as v cos γ , where γ is the angle between the
direction of motion of the satellite and the local horizontal, which is in the plane perpendicular
to the radius vector r (Figure 2.8). This leads to the conclusion that the product rv cos γ is
constant. The product reduces to rv in the case of circular orbits and also at apogee and perigee
points in the case of elliptical orbits due to angle γ becoming zero. It is interesting to note
here that the velocity component v′ is inversely proportional to the distance r. Qualitatively,
this implies that the satellite is at its lowest speed at the apogee point and the highest speed at
the perigee point. In other words, for any satellite in an elliptical orbit, the dot product of its
velocity vector and the radius vector at all points is constant. Hence,

vprp = vara = vr cos γ (2.13)

Figure 2.8 Satellite’s position at any given time
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where

vp = velocity at the perigee point
rp = perigee distance
va = velocity at the apogee point
ra = apogee distance
v = satellite velocity at any point in the orbit
r = distance of the point
γ = angle between the direction of motion of the satellite and the local horizontal

2.2.3.3 Kepler’s Third Law

According to the Kepler’s third law, also known as the law of periods, the square of the time
period of any satellite is proportional to the cube of the semi-major axis of its elliptical orbit.
The expression for the time period can be derived as follows. A circular orbit with radius r is
assumed. Remember that a circular orbit is only a special case of an elliptical orbit with both
the semi-major axis and semi-minor axis equal to the radius. Equating the gravitational force
with the centrifugal force gives

Gm1m2

r2 = m2v
2

r
(2.14)

Replacing v by ωr in the above equation gives

Gm1m2

r2 = m2ω
2r2

r
= m2ω

2r (2.15)

which gives ω2 = Gm1/r3. Substituting ω = 2π/T gives

T 2 =
(

4π2

Gm1

)
r3 (2.16)

This can also be written as

T =
(

2π√
μ

)
r3/2 (2.17)

The above equation holds good for elliptical orbits provided r is replaced by the semi-major
axis a. This gives the expression for the time period of an elliptical orbit as

T =
(

2π√
μ

)
a3/2 (2.18)

2.3 Orbital Parameters

The satellite orbit, which in general is elliptical, is characterized by a number of parameters.
These not only include the geometrical parameters of the orbit but also parameters that define
its orientation with respect to Earth. The orbital elements and parameters will be discussed in
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the following paragraphs:

1. Ascending and descending nodes
2. Equinoxes
3. Solstices
4. Apogee
5. Perigee
6. Eccentricity
7. Semi-major axis
8. Right ascension of the ascending node
9. Inclination

10. Argument of the perigee
11. True anomaly of the satellite
12. Angles defining the direction of the satellite

1. Ascending and descending nodes. The satellite orbit cuts the equatorial plane at two points:
the first, called the descending node (N1), where the satellite passes from the northern hemi-
sphere to the southern hemisphere, and the second, called the ascending node (N2), where
the satellite passes from the southern hemisphere to the northern hemisphere (Figure 2.9).

Figure 2.9 Ascending and descending nodes

2. Equinoxes. The inclination of the equatorial plane of Earth with respect to the direction of
the sun, defined by the angle formed by the line joining the centre of the Earth and the sun
with the Earth’s equatorial plane follows a sinusoidal variation and completes one cycle
of sinusoidal variation over a period of 365 days (Figure 2.10). The sinusoidal variation
of the angle of inclination is defined by

Inclination angle (in degrees) = 23.4 sin

(
2πt

T

)
(2.19)

where T is 365 days. This expression indicates that the inclination angle is zero for t = T/2
and T . This is observed to occur on 20-21 March, called the spring equinox, and 22-23
September, called the autumn equinox. The two equinoxes are understandably spaced 6
months apart. During the equinoxes, it can be seen that the equatorial plane of Earth will be
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Figure 2.10 Yearly variation of angular inclination of Earth with the sun

aligned with the direction of the sun. Also, the line of intersection of the Earth’s equatorial
plane and the Earth’s orbital plane that passes through the centre of the Earth is known as
the line of equinoxes. The direction of this line with respect to the direction of the sun on
20-21 March determines a point at infinity called the vernal equinox (Y) (Figure 2.11).

Figure 2.11 Vernal equinox
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3. Solstices. Solstices are the times when the inclination angle is at its maximum, i.e. 23.4◦.
These also occur twice during a year on 20-21 June, called the summer solstice, and 21-22
December, called the winter solstice.

4. Apogee. Apogee is the point on the satellite orbit that is at the farthest distance from the
centre of the Earth (Figure 2.12). The apogee distance can be computed from the known
values of the orbit eccentricity e and the semi-major axis a from

Apogee distance = a (1 + e) (2.20)

Figure 2.12 Apogee

The apogee distance can also be computed from the known values of the perigee distance
and velocity at the perigee Vp from

Vp =
√ (

2μ

Perigee distance
− 2μ

Perigee distance + Apogee distance

)
(2.21)

where

Vp = V

(
d cos γ

Perigee distance

)

with V being the velocity of the satellite at a distance d from the centre of the Earth.
5. Perigee. Perigee is the point on the orbit that is nearest to the centre of the Earth

(Figure 2.13). The perigee distance can be computed from the known values of orbit

Figure 2.13 Perigee
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eccentricity e and the semi-major axis a from

Perigee distance = a (1 − e) (2.22)

6. Eccentricity. The orbit eccentricity e is the ratio of the distance between the centre of the
ellipse and the centre of the Earth to the semi-major axis of the ellipse. It can be computed
from any of the following expressions:

e = apogee − perigee

apogee + perigee
(2.23)

e = apogee − perigee

2a
(2.24)

Thus e = √
(a2 − b2)/a, where a and b are semi-major and semi-minor axes respectively.

7. Semi-major axis. This is a geometrical parameter of an elliptical orbit. It can, however,
be computed from known values of apogee and perigee distances as

a = apogee + perigee

2
(2.25)

8. Right ascension of the ascending node. The right ascension of the ascending node tells
about the orientation of the line of nodes, which is the line joining the ascending and
descending nodes, with respect to the direction of the vernal equinox. It is expressed as
an angle � measured from the vernal equinox towards the line of nodes in the direction
of rotation of Earth (Figure 2.14). The angle could be anywhere from 0◦ to 360◦.

Figure 2.14 Right ascension of the ascending node
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Acquisition of the correct angle of right ascension of the ascending node (�) is important
to ensure that the satellite orbits in the given plane. This can be achieved by choosing an
appropriate injection time depending upon the longitude. Angle � can be computed as
the difference between two angles. One is the angle α between the direction of the vernal
equinox and the longitude of the injection point and the other is the angle β between the
line of nodes and the longitude of the injection point, as shown in Figure 2.15. Angle β

can be computed from

sin β = cos i sin l

cos l sin i
(2.26)

where ∠ i is the orbit inclination and l is the latitude at the injection point.

Figure 2.15 Computation of the right ascension of the ascending node

9. Inclination. Inclination is the angle that the orbital plane of the satellite makes with
the Earths’s equatorial plane. It is measured as follows. The line of nodes divides both
the Earth’s equatorial plane as well as the satellite’s orbital plane into two halves. In-
clination is measured as the angle between that half of the satellite’s orbital plane
containing the trajectory of the satellite from the descending node to the ascending
node to that half of the Earth’s equatorial plane containing the trajectory of a point
on the equator from n1 to n2, where n1 and n2 are respectively the points vertically
below the descending and ascending nodes (Figure 2.16). The inclination angle can
be determined from the latitude l at the injection point and the angle Az between
the projection of the satellite’s velocity vector on the local horizontal and north. It is
given by

cos i = sin Az cos l (2.27)
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Figure 2.16 Angle of inclination

10. Argument of the perigee. This parameter defines the location of the major axis of the
satellite orbit. It is measured as the angle ω between the line joining the perigee and the
centre of the Earth and the line of nodes from the ascending node to the descending node
in the same direction as that of the satellite orbit (Figure 2.17).

Figure 2.17 Argument of perigee

11. True anomaly of the satellite. This parameter is used to indicate the position of the satellite
in its orbit. This is done by defining an angle θ, called the true anomaly of the satellite,
formed by the line joining the perigee and the centre of the Earth with the line joining the
satellite and the centre of the Earth (Figure 2.18).

12. Angles defining the direction of the satellite. The direction of the satellite is defined
by two angles, the first by angle γ between the direction of the satellite’s velocity
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Figure 2.18 True anomaly of a satellite

Figure 2.19 Angles defining the direction of the satellite

vector and its projection in the local horizontal and the second by angle Az between
the north and the projection of the satellite’s velocity vector on the local horizontal
(Figure 2.19).

Problem 2.1
A satellite is orbiting Earth in a uniform circular orbit at a height of 630 km from the surface
of Earth. Assuming the radius of Earth and its mass to be 6370 km and 5.98 × 1024 kg
respectively, determine the velocity of the satellite (Take the gravitational constant G =
6.67 × 10−11 N m2/kg2).
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Solution:
Orbit radius R = 6370 + 630 = 7000 km = 7 000 000 m

Also, constant �=GM = 6.67 × 10−11 × 5.98 × 1024

= 39.8 × 1013 N m2/kg
= 39.8 × 1013 m3/s2

The velocity of the satellite can be computed from

V =
√(

�

R

)
=
√(

39.8 × 1013

7 000 000

)
= 7.54 km/s

Problem 2.2
The apogee and perigee distances of a satellite orbiting in an elliptical orbit are respectively
45 000 km and 7000 km. Determine the following:

1. Semi-major axis of the elliptical orbit
2. Orbit eccentricity
3. Distance between the centre of the Earth and the centre of the elliptical orbit

Solution:

1. Semi-major axis of the elliptical orbit a = apogee + perigee
2

= 45 000 + 7000
2

= 26 000 km

2. Eccentricity e = apogee − perigee
2a

= 45 000 − 7000
2 × 26 000

= 38 000
52 000

= 0.73

3. Distance between the centre of the Earth and the centre of the ellipse = ae

= 26 000 × 0.73

= 18 980 km

Problem 2.3
A satellite is moving in an elliptical orbit with the major axis equal to 42 000 km. If the
perigee distance is 8000 km, find the apogee and the orbit eccentricity.

Solution:
Major axis = 42 000 km
Also, major axis = apogee + perigee = 42 000 km
Therefore apogee = 42 000 − 8000 = 34 000 km

Also, eccentricity e= apogee − perigee
major axis

= 34 000 − 8000
42 000

= 26 000
42 000

= 0.62
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Problem 2.4
Refer to the satellite orbit of Figure 2.20. Determine the apogee and perigee distances if
the orbit eccentricity is 0.6.

Figure 2.20 Figure for Problem 2.4

Solution: If e is the orbit eccentricity and a the semi-major axis of the elliptical orbit, then
the distance between the centre of the Earth and the centre of the ellipse is equal to ae.
Therefore ae = 18 000 km
This gives a = 18 000/e = 18 000/0.6 = 30 000 km
Apogee distance = a(1 + e) = 30 000 × (1 + 0.6) = 48 000 km
Perigee distance = a(1 − e) = 30 000 × (1 − 0.6) = 12 000 km

Problem 2.5
The difference between the furthest and the closest points in a satellite’s elliptical orbit
from the surface of the Earth is 30 000 km and the sum of the distances is 50 000 km. If
the mean radius of the Earth is considered to be 6400 km, determine orbit eccentricity.

Solution: Apogee − Perigee = 30 000 km as the radius of the Earth will cancel in
this case

Apogee + Perigee = 50 000 + 2 × 6400 = 62 800 km

Orbit eccentricity = (Apogee − Perigee)/(Apogee + Perigee) = 30 000/62 800 = 0.478

Problem 2.6
Refer to Figure 2.21. Satellite A is orbiting Earth in a near-Earth circular orbit of radius
7000 km. Satellite B is orbiting Earth in an elliptical orbit with apogee and perigee distances
of 47 000 km and 7000 km respectively. Determine the velocities of the two satellites at
point X. (Take � = 39.8 × 1013 m3/s2.)

Solution: The velocity of a satellite moving in a circular orbit is constant throughout the
orbit and is given by

V =
√(

�

R

)
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Figure 2.21 Figure for Problem 2.6

Therefore the velocity of satellite A at point X =
√(

39.8 × 1013

7 000 000

)

= 7.54 km/s

The velocity of the satellite at any point in an elliptical orbit is given by

v =
√[

�

(
2
R

− 1
a

)]

where a is the semi-major axis and R is the distance of the point in question from the cen-
tre of the Earth. Here R = 7000 km and a = (47 000 + 7000)/2 = 27 000 km. Therefore,
velocity of satellite B at point X is given by

v =
√[(

39.8 × 1013
)

×
(

2
7 000 000

− 1
27 000 000

)]
= 9.946 km/s

Problem 2.7
Refer to Figure 2.22. Satellite A is orbiting Earth in an equatorial circular orbit of radius
42 000 km. Satellite B is orbiting Earth in an elliptical orbit with apogee and perigee dis-
tances of 42 000 km and 7000 km respectively. Determine the velocities of the two satellites
at point X. (Take � = 39.8 × 1013 m3/s2.)

Solution: The velocity of a satellite moving in a circular orbit is constant throughout the
orbit and is given by

V =
√(

�

R

)
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Figure 2.22 Figure for Problem 2.7

Therefore, the velocity of satellite A at point X =
√(

39.8 × 1013

42 000 000

)

= 3.078 km/s

The velocity of the satellite at any point in an elliptical orbit is given by

v =
√[

�

(
2
R

− 1
a

)]

where a is the semi-major axis and R is the distance of the point in question from the
centre of the Earth. Here R = 42 000 km and a = (42 000 + 7000)/2 = 24 500 km. There-
fore, velocity of satellite B at point X is given by

v =
√[(

39.8 × 1013
)

×
(

2
42 000 000

− 1
24 500 000

)]
= 1.645 km/s

Problem 2.8
Refer to Figure 2.23. Satellite A is orbiting Earth in a circular orbit of radius 25 000 km.
Satellite B is orbiting Earth in an elliptical orbit with apogee and perigee distances of
43 000 km and 7000 km respectively. Determine the velocities of the two satellites at the
indicated points X and Y. (Take � = 39.8 × 1013 m3/s2.)

Solution: The velocity of a satellite moving in a circular orbit is constant throughout the
orbit and is given by

V =
√(

�

R

)



52 Satellite Orbits and Trajectories

Figure 2.23 Figure for Problem 2.8

Therefore the velocity of satellite A at points X and Y =
√(

39.8 × 1013

25 000 000

)
= 3.989 km/s

The velocity of the satellite at any point in an elliptical orbit is given by

v =
√[

�

(
2
R

− 1
a

)]

where a is the semi-major axis andR is the distance of the point in question from the centre
of the Earth. For satellite B, at points X and Y,R = 25 000 km and a = (43 000 + 7000)/2 =
25 000 km. Therefore, velocity of satellite B at points X and Y

v =
√[(

39.8 × 1013
)

×
(

2
25 000 000

− 1
25 000 000

)]
= 3.989 m/s

Please note: In Problems 2.6, 2.7 and 2.8, three different cases of satellites moving in
circular and elliptical orbits have been considered. Note that the velocity of the satellite at
a point in the elliptical orbit is more than the velocity of the satellite in a circular orbit if the
distance of the satellite from the centre of the Earth happens to be less than the radius
of the circular orbit. It will be less than the velocity in the circular orbit if the distance of
the satellite in the elliptical orbit happens to be more than the radius of the circular orbit.
The two velocities are the same at a point where the distance of the satellite from the
centre of the Earth in the elliptical orbit equals the radius of the circular orbit provided that
the semi-major axis of the ellipse also equals the radius of the circular orbit.
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Problem 2.9
Calculate the orbital period of a satellite moving in an elliptical orbit having a major axis of
50 000 km. (Take � = 39.8 × 1013 Nm2/kg).

Solution: Semi-major axis, a = 50 000/2 = 25 000 km
Orbital time period, T = 2� × √

(a3/�) = 2 × 3.14 × √
(25 000 000)3/(39.8 × 1013)

= 39 344 seconds = 10 hours 55 minutes 44 seconds

Problem 2.10
Refer to Figure 2.24. The semi-major axes of the two satellites shown in the figure are
18 000 km (satellite 1) and 24 000 km (satellite 2). Determine the relationship between their
orbital periods.

Figure 2.24 Figure for Problem 2.10

Solution: The orbital time period T = 2� × √ (
a3/�

)
where a is the semi-major axis. If a1

and a2 are the semi-major axes in the two cases and T1 and T2 are their time periods, then

T1 = 2� ×
√(

a3
1

�

)

and

T2 = 2� ×
√(

a3
2

�

)

This gives

T2

T1
=
(
a2

a1

)3/2

=
(

24 000
18 000

)3/2

= 1.54

The orbital period of satellite 2 is 1.54 times that of satellite 1.
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Problem 2.11
The elliptical eccentric orbit of a satellite has its semi-major and semi-minor axes as
25 000 km and 18 330 km respectively. Determine the apogee and perigee distances.

Solution: If ra and rp are the apogee and perigee distances respectively, a and b are the
semi-major and semi-minor axis respectively and e is the eccentricity, then

a = ra + rp

2

and

b = √
(rarp)

Now (ra + rp)/2 = 25 000, which gives ra + rp = 50 000

and
√

(rarp) = 18 330, which gives rarp = 335 988 900

Substituting the value of rp from these equations gives

ra(50 000 − ra) = 335 988 900

which gives

r2
a − 50 000ra + 335 988 900 = 0

Solving this quadratic equation gives two solutions:

ra = 42 000 km, 8000 km

If the semi-major axis is 25 000 km, ra cannot be 8000 km. Therefore

Apogee distance ra = 42 000 km

and

Perigee distance rp = 50 000 − 42 000 = 8000 km

Alternative solution:

e =
√

(a2 − b2)
a

= e =
√

[(25 000)2 − (18 330)2]
25 000

= 0.68

This gives
Apogee distance = a(1 + e) = 25 000 × 1.68 = 42000 km
and Perigee distance = a(1 − e) = 25 000 × 0.32 = 8000 km
Therefore, from both the methods,
Apogee distance = 42 000 km and Perigee distance = 8000 km

Problem 2.12
Refer to Figure 2.25. The satellite is moving in an elliptical orbit with its semi-major and
semi-minor axes as a and b respectively and an eccentricity of 0.6. The satellite takes
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Figure 2.25 Figure for Problem 2.12

3 hours to move from point B to point A. How much time will it take to move from point A
to point B?

Solution: This problem can be solved by applying Kepler’s law of areas, which says that
the line joining the satellite and centre of the Earth spans equal areas of the ellipse in equal
times. Now, the area spanned when the satellite moves from point B to point A (area of
the shaded region) is given by

1
2

× (area of ellipse) − (area of � AOB) = �ab

2
− b OC

= �ab

2
− bae (where OC = ae)

= 1.57ab− 0.6ab

= 0.97ab

The area spanned when the satellite moves from point A to point B (area of the unshaded
region) is given by

1
2

× (area of ellipse) + (area of � AOB) = 1.57ab+ 0.6ab

= 2.17 ab

The ratio of the two areas is given by 2.17/0.97 = 2.237. The time taken by the satellite to
move from point A to point B should therefore be 2.237 times the time taken by the satellite
to move from point B to point A. Therefore

Time taken = 3 × 2.237 = 6.711 hours
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Problem 2.13
The apogee and perigee distances of a certain elliptical satellite orbit are 42 000 km and
8000 km respectively. If the velocity at the perigee point is 9.142 km/s, what would be the
velocity at the apogee point?

Solution: The product of the distance of a satellite from the centre of the Earth and the
component of velocity vector in the direction of local horizontal at that point is constant at
all possible points on the orbit; i.e. dv cos � = constant, where � is the angle between the
direction of motion of the satellite and the local horizontal. This has been explained earlier.
The angle � is zero at the apogee and perigee points. The expression thus reduces to
dv = constant for the apogee and perigee points. Therefore

Velocity at the apogee = 8000 × 9.142

42 000
= 1.741 km/s

Problem 2.14
In the satellite orbit of Problem 2.13, at a certain point in the orbit at a distance of 16 000 km
from the centre of the Earth, the direction of the satellite makes an angle of 56.245

◦

with the local horizontal at that point (Figure 2.26). Determine the satellite velocity at
that point.

Figure 2.26 Figure for Problem 2.14

Solution: The product dv cos � = 8000 × 9.142, which gives

v = 8000 × 9.142
16 000 × cos 56.245◦

= 73 136
16 000 × 0.555

= 73 136
8880

= 8.236 km/s

Therefore

v = 8.236 km/s



Injection Velocity and Resulting Satellite Trajectories 57

2.4 Injection Velocity and Resulting Satellite Trajectories

The horizontal velocity with which a satellite is injected into space by the launch vehicle
with the intention of imparting a specific trajectory to the satellite has a direct bearing on the
satellite trajectory. The phenomenon is best explained in terms of the three cosmic velocities.
The general expression for the velocity of a satellite at the perigee point (VP), assuming an
elliptical orbit, is given by

VP =
√ [(

2μ

r

)
−

(
2μ

R + r

)]
(2.28)

where

R = apogee distance
r = perigee distance
μ = GM = constant

The first cosmic velocity V1 is the one at which apogee and perigee distances are equal, i.e.
R = r, and the orbit is circular. The above expression then reduces to

V1 =
√ (μ

r

)
(2.29)

Thus, irrespective of the distance r of the satellite from the centre of the Earth, if the injection
velocity is equal to the first cosmic velocity, also sometimes called the first orbital velocity,
the satellite follows a circular orbit (Figure 2.27) and moves with a uniform velocity equal to√

(μ/r). A simple calculation shows that for a satellite at 35 786 km above the surface of the
Earth, the first cosmic velocity turns out to be 3.075 km/s and the orbital period is 23 hours
56 minutes, which is equal to the time period of one sidereal day – the time taken by Earth to
complete one full rotation around its axis with reference to distant stars. This confirms why
a geostationary satellite needs to be at a height of 35 786 km above the surface of the Earth.
Different types of orbits are discussed at length in the following pages.

Figure 2.27 Satellite’s path where the injection velocity is equal to the first orbital velocity
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If the injection velocity happens to be less than the first cosmic velocity, the satellite follows
a ballistic trajectory and falls back to Earth. In fact, in this case, the orbit is elliptical and the
injection point is at the apogee and not the perigee. If the perigee lies in the atmosphere or
exists only virtually below the surface of the Earth, the satellite accomplishes a ballistic flight
and falls back to Earth (Figure 2.28).

Figure 2.28 Satellite’s path where the injection velocity is less than the first orbital velocity

For injection velocity greater than the first cosmic velocity and less than the second cosmic
velocity, i.e. V >

√
(μ/r) and V <

√
(2μ/r), the orbit is elliptical and eccentric. The orbit

eccentricity is between 0 and 1. The injection point in this case is the perigee and the apogee
distance attained in the resultant elliptical orbit depends upon the injection velocity. The higher
the injection velocity, the greater is the apogee distance. The apogee distance can also be
computed from the known value of injection velocity, which is also the velocity at the perigee
point as the perigee coincides with the injection point, and the velocity v at any other point in
the orbit distant d from the centre of the Earth using

Vp =
√ [

(2μ/r) −
(

2μ

R + r

)]
= vd cos γ

r
(2.30)

When the injection velocity equals
√

(2μ/r), the apogee distance R becomes infinite and the
orbit takes the shape of a parabola (Figure 2.29) and the orbit eccentricity is 1. This is the
second cosmic velocity v2. At this velocity, the satellite escapes Earth’s gravitational pull. For
an injection velocity greater than the second cosmic velocity, the trajectory is hyperbolic within
the solar system and the orbit eccentricity is greater than 1.

If the injection velocity is increased further, a stage is reached where the satellite succeeds
in escaping from the solar system. This is known as the third cosmic velocity and is related to
the motion of planet Earth around the sun. The third cosmic velocity (V3) is mathematically
expressed as

V3 =
√ [

2μ

r
− V 2

t (3 − 2
√

2)

]
(2.31)

where Vt is the speed of Earth’s revolution around the sun.
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Figure 2.29 Satellite’s path where the injection velocity is equal to the second orbital velocity

Beyond the third cosmic velocity, there is a region of hyperbolic flights outside the solar
system. Coming back to elliptical orbits, the greater the injection velocity from the first cosmic
velocity, the greater is the apogee distance. This is evident from the generalized expression for
the velocity of the satellite in elliptical orbits according to which

Vp = velocity at the perigee point

=
√ [

(2μ)

(
1

r
− 1

R + r

)]
(2.32)

For a given perigee distance r, a higher velocity at the perigee point, which is also the injection
velocity, necessitates that the apogee distance R is greater. Figure 2.30 shows a family of curves
that can be used to find out the attained apogee height for a given value of injection velocity at
the perigee point. The dashed line shows the relationship between the injection velocity and
altitude for a circular orbit. For example, for a perigee height of 1000 km above the surface of
the Earth, the injection velocity for a circular orbit as seen from the curve is about 7.3 km/s. If
the injection velocity is increased to 8 km/s for this perigee height, the orbit attains an apogee
height of about 4200 km. If it is increased further to 9 km/s, the apogee height goes up to
16 000 km. It can also be seen that the second cosmic velocity for this perigee height is about
10.3 km/s, as given by the vertical line to which the 1000 km perigee height curve approaches
asymptotically.

In fact, for a given perigee distance r, it can be proved that the injection velocities and
corresponding apogee distances are related by

(
v2

v1

)2

= 1 + r/R1

1 + r/R2
(2.33)

Refer to Problem 2.15 for the derivation of this expression.
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Figure 2.30 Family of curves showing the apogee height for various values of the injection velocity

Problem 2.15
A satellite launched with an injection velocity of v1 from a point above the surface of the
Earth at a distance r from the centre of the Earth attains an elliptical orbit with an apogee
distance of R1. The same satellite when launched with an injection velocity of v2 from
the same perigee distance attains an elliptical orbit with an apogee distance of R2. Derive
the relationship between v1 and v2 in terms of r , R1 and R2.

Solution: Refer to Figure 2.31. Expressions for the velocity at perigee points can be
written as

v1 =
√[

(2�)
(

1
r

− 1
R1 + r

)]

v2 =
√[

(2�)
(

1
r

− 1
R2 + r

)]
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Figure 2.31 Figure for Problem 2.15

Squaring the two expressions and then taking the ratio of the two yields

(
v2

v1

)2

= (1/r ) − 1/(R2 + r )
(1/r ) − 1/(R1 + r )

= R2/r (R2 + r )
R1/r (R1 + r )

=
(
R2

R1

)(
R1 + r

R2 + r

)

= 1 + r/R1

1 + r/R2

Therefore,

(
v2

v1

)2

= 1 + r/R1

1 + r/R2

Problem 2.16
A satellite launched with an injection velocity of (v1) from a point above the surface of the
Earth at a distance of (r ) of 8000 km from the centre of the Earth attains an elliptical orbit
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with an apogee distance of 12 000 km. The same satellite when launched with an injection
velocity of (v2) that is 20 % higher than (v1) from the same perigee distance attains an
elliptical orbit with an apogee distance of (R2). Determine the new apogee distance.

Solution:
We know that: (v2/v1)2 = [(1 + r/R1)/(1 + r/R2)]
Substituting v2 = 1.2v1, we get 1.44 = [(1 + 8000/12 000)/(1 + 8000/R2)]
or 1.44 × 3 × (1 + 8000/R2) = 5 or (1 + 8000/R2) = 1.1574
R2 = 8000/0.1574 = 50 826 km

Problem 2.17
A rocket injects a satellite with a horizontal velocity of 8 km/s from a height of 1620 km
from the surface of the Earth. What will be the velocity of the satellite at a point distant
10 000 km from the centre of the Earth, if the direction of the satellite makes an angle of
30◦ with the local horizontal at that point? Assume radius of the Earth to be 6380 km.

Solution:
We know that V2 = √

[{2�/r } − {2�/(R + r )}] = (v.d. cos �)/r
Here V2 = 8 km/s, r = 1620 + 6380 = 8000 km, d = 10 000 km and � = 30◦

Therefore, [v × 10 000 × cos 30◦/8000] = 8
or v = (8 × 8000)/(10 000 × 0.866) = 7.39 km/s

Problem 2.18
A rocket injects a satellite with a certain horizontal velocity from a height of 620 km from the
surface of the Earth. The velocity of the satellite at a point distant 9000 km from the centre
of the Earth is observed to be 8 km/s. If the direction of the satellite makes an angle of 30◦

with the local horizontal at that point, determine the apogee distance of the satellite orbit.
(Assume that the radius of the Earth is 6380 km and � = 39.8 × 1013 m3/s2.)

Solution:

It is known that Vp =
√[(

2�
r

)
−
(

2�
R + r

)]
= vd cos �

r

Here,

r = 620 + 6380 = 7000 km
d = 9000 km
v = 8 km/s
� = 30◦

R = apogee distance = ?

Therefore,

√[(
2�
r

)
−
(

2�
R + r

)]
= 8 × 9000 × 0.866

7000
= 8.90 km/s = 8.90 × 103m/s

or

2�
r

− 2�
R + r

= (8.90 × 103)2 = 79.34 × 106
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or

2�
R + r

= 2 × 39.8 × 1013

7 000 000
−
(

79.34 × 106
)

= 34.36 × 106

This gives

R + r = 2 × 39.8 × 1013

34.36 × 106
= 2.317 × 107 m

or R = (2.317 × 107 − 7 000 000)m = 16 170 km

2.5 Types of Satellite Orbits

As described at length in the earlier pages of this chapter, satellites travel around Earth along
predetermined repetitive paths called orbits. The orbit is characterized by its elements or
parameters, which have been covered at length in earlier sections. The orbital elements of a
particular satellite depend upon its intended application. The satellite orbits can be classified
on the basis of:

1. Orientation of the orbital plane
2. Eccentricity
3. Distance from Earth

2.5.1 Orientation of the Orbital Plane

The orbital plane of the satellite can have various orientations with respect to the equatorial
plane of Earth. The angle between the two planes is called the angle of inclination of the satellite.
On this basis, the orbits can be classified as equatorial orbits, polar orbits and inclined orbits.

In the case of an equatorial orbit, the angle of inclination is zero, i.e. the orbital plane of the
satellite coincides with the Earth’s equatorial plane (Figure 2.32). A satellite in the equatorial
orbit has a latitude of 0◦. For an angle of inclination equal to 90◦, the satellite is said to be in
the polar orbit (Figure 2.33). For an angle of inclination between 0◦ and 180◦, the orbit is said
to be an inclined orbit.

Figure 2.32 Equatorial orbit

For inclinations between 0◦ and 90◦, the satellite travels in the same direction as the direction
of rotation of the Earth. The orbit in this case is referred to as a direct or prograde orbit
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Figure 2.33 Polar orbit

Figure 2.34 Prograde orbit

(Figure 2.34). For inclinations between 90◦ and 180◦, the satellite orbits in a direction opposite
to the direction of rotation of the Earth and the orbit in this case is called a retrograde orbit
(Figure 2.35).

2.5.2 Eccentricity of the Orbit

On the basis of eccentricity, the orbits are classified as elliptical (Figure 2.36 (a)) and circular
(Figure 2.36 (b)) orbits. Needless to say, when the orbit eccentricity lies between 0 and 1,
the orbit is elliptical with the centre of the Earth lying at one of the foci of the ellipse. When
the eccentricity is zero, the orbit becomes circular. It may be mentioned here that all circular
orbits are eccentric to some extent. As an example, the eccentricity of orbit of geostationary
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Figure 2.35 Retrograde orbit

Figure 2.36 (a) Elliptical orbit and (b) circular orbit

satellite INSAT-3B, an Indian satellite in the INSAT series providing communication and
meteorological services, is 0.000 252 6. Eccentricity figures for orbits of GOES-9 and
Meteosat-7 geostationary satellites, both offering weather forecasting services, are 0.000 423 3
and 0.000 252 6 respectively.

2.5.2.1 Molniya Orbit

Highly eccentric, inclined and elliptical orbits are used to cover higher latitudes, which are
otherwise not covered by geostationary orbits. A practical example of this type of orbit is the
Molniya orbit (Figure 2.37). It is widely used by Russia and other countries of the former
Soviet Union to provide communication services. Typical eccentricity and orbit inclination
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Figure 2.37 Molniya orbit

figures for the Molniya orbit are 0.75 and 65◦ respectively. The apogee and perigee points are
about 40 000 km and 400 km respectively from the surface of the Earth.

The Molniya orbit serves the purpose of a geosynchronous orbit for high latitude regions.
It is a 12 hour orbit and a satellite in this orbit spends about 8 hours above a particular high
latitude station before diving down to a low level perigee at an equally high southern latitude.
Usually, three satellites at different phases of the same Molniya orbit are capable of providing
an uninterrupted service.

2.5.3 Distance from Earth

Again depending upon the intended mission, satellites may be placed in orbits at varying
distances from the surface of the Earth. Depending upon the distance, these are classified as
low Earth orbits (LEOs), medium Earth orbits (MEOs) and geostationary Earth orbits (GEOs),
as shown in Figure 2.38.

Satellites in the low Earth orbit (LEO) circle Earth at a height of around 160 to 500 km
above the surface of the Earth. These satellites, being closer to the surface of the Earth, have
much shorter orbital periods and smaller signal propagation delays. A lower propagation de-
lay makes them highly suitable for communication applications. Due to lower propagation
paths, the power required for signal transmission is also less, with the result that the satel-
lites are of small physical size and are inexpensive to build. However, due to a shorter orbital
period, of the order of an hour and a half or so, these satellites remain over a particular
ground station for a short time. Hence, several of these satellites are needed for 24 hour cov-
erage. One important application of LEO satellites for communication is the project Iridium,
which is a global communication system conceived by Motorola (Figure 2.39). A total of
66 satellites are arranged in a distributed architecture, with each satellite carrying 1/66 of
the total system capacity. The system is intended to provide a variety of telecommunication
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Figure 2.38 LEO, MEO and GEO

Figure 2.39 Iridium constellation of satellites

services at the global level. The project is named ‘Iridium’ as earlier the constellation was pro-
posed to have 77 satellites and the atomic number of iridium is 77. Other applications where
LEO satellites can be put to use are surveillance, weather forecasting, remote sensing and
scientific studies.
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Medium Earth orbit (MEO) satellites orbit at a distance of approximately 10 000 to
20 000 km above the surface of the Earth. They have an orbital period of 6 to 12 hours.
These satellites stay in sight over a particular region of Earth for a longer time. The trans-
mission distance and propagation delays are greater than those for LEO satellites. These
orbits are generally polar in nature and are mainly used for communication and navigation
applications.

A geosynchronous Earth orbit is a prograde orbit whose orbital period is equal to Earth’s
rotational period. If such an orbit were in the plane of the equator and circular, it would
remain stationary with respect to a given point on the Earth. These orbits are referred to as the
geostationary Earth orbits (GEOs). For the satellite to have such an orbital velocity, it needs
to be at a height of about 36 000 km, 35 786 km to be precise, above the surface of the Earth.

To be more precise and technical, in order to remain above the same point on the Earth’s
surface, a satellite must fulfil the following conditions:

1. It must have a constant latitude, which is possible only at 0◦ latitude.
2. The orbit inclination should be zero.
3. It should have a constant longitude and thus have a uniform angular velocity, which is

possible when the orbit is circular.
4. The orbital period should be equal to 23 hours 56 minutes, which implies that the satellite

must orbit at a height of 35 786 km above the surface of the Earth.
5. The satellite motion must be from west to east.

In the case where these conditions are fulfilled, then as the satellite moves from a position O1
to O2 in its orbit, a point vertically below on the equator moves with the same angular velocity
and moves from E1 to E2, as shown in Figure 2.40. Satellites in geostationary orbits play an
essential role in relaying communication and TV broadcast signals around the globe. They
also perform meteorological and military surveillance functions very effectively.

Figure 2.40 GEO satellites appear stationary wrt to a point on Earth
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2.5.4 Sun-synchronous Orbit

Another type of satellite orbit, which could have been categorized as an LEO on the basis
of distance from the surface of the Earth, needs a special mention and treatment because of
its particular importance to satellites intended for remote sensing and military reconnaissance
applications. A sun-synchronous orbit, also known as a helio-synchronous orbit, is one that
lies in a plane that maintains a fixed angle with respect to the Earth–sun direction. In other
words, the orbital plane has a fixed orientation with respect to the Earth–sun direction and the
angle between the orbital plane and the Earth–sun line remains constant throughout the year,
as shown in Figure 2.41. Satellites in sun-synchronous orbits are particularly suited to appli-
cations like passive remote sensing, meteorological, military reconnaissance and atmospheric
studies.

Figure 2.41 Sun-synchronous orbit

As a result of this property, sun-synchronous orbits ensure that:

1. The satellite passes over a given location on Earth every time at the same local solar time,
thereby guaranteeing almost the same illumination conditions, varying only with seasons.

2. The satellite ensures coverage of the whole surface of the Earth, being quasi-polar in nature.

Every time a sun-synchronous satellite completes one revolution around Earth, it traverses
a thin strip on the surface of the Earth. During the next revolution it traverses another strip
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Figure 2.42 Earth coverage of sun-synchronous satellites

shifted westwards and the process of shift continues with successive revolutions, as shown
in Figure 2.42. Depending upon the orbital parameters and speed of rotation of Earth, after
making a certain number of revolutions around Earth, it comes back close to the first strip
that it had traversed. It may not exactly overlap the first strip, as the mean distance between
the two strips, called the tracking interval, may not be an integral multiple of the equatorial
perimeter. However, the number of revolutions required before the satellite repeats the same
strip sequence can certainly be calculated. This is called one complete orbital cycle, which is
basically the time that elapses before the satellite revisits a given location in the same direction.
To be more precise, orbital cycle means the whole number of orbital revolutions that a satellite
must describe in order to be once again flying in the same direction over the same point on the
Earth’s surface. Landsat-1, -2 and -3 satellites, for instance, have an orbital cycle of 18 days.
IRS-1A and IRS-P2 satellites of India have orbital cycles of 22 days and 24 days respectively.

The concept of an orbital cycle will be further illustrated with the help of an example. Take
the case of Landsat-1, -2 and -3 satellites each having an orbital cycle of 18 days. During
the course of a given revolution, say revolution n, the satellite crosses the equatorial plane
at the descending node above a certain point on the surface of the Earth. During the next
adjacent pass or revolution, the track shifts to the west by a distance known as the tracking
interval. The tracking interval depends upon the speed of the Earth’s rotation and the nodal
precession of the orbit concerned for one revolution. Fourteen revolutions later, which take
about 24 hours and a few minutes, the track is found to be located slightly to the west of the
first revolution, designated revolution n. Due to the cumulative effect of these small drifts,
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after every 14 revolutions it is found that the satellite flies over the same point on Earth in the
same direction once every 251 revolutions. The figure of 251 comes from 18 × 14 − 1, thus
explaining an 18 day orbital cycle for Landsat-1, -2 and -3 satellites.

Another parameter of relevance to satellites in a sun-synchronous orbit is the crossing time
for descending and ascending nodes. Satellites of the Landsat series, the SPOT series and the
IRS series move along their descending trajectory above the sunward face and their ascending
trajectory at night. Descending node-crossing times for Landsat-1, -2 and -3 satellites is 9 h
30 min and for Landsat-4 and -5 it is 9 h 37 min. In the case of IRS series and SPOT series
satellites, it is 10 h 30 min.

Problem 2.19
Verify that a geostationary satellite needs to be at a height of about 35 780 km above
the surface of the Earth. Assume the radius of the Earth to be 6380 km and � = 39.8 ×
1013 Nm2/kg

Solution:
The orbital period of a satellite in circular orbit is given by T = 2�r3/2/

√
�

Orbital period of a geostationary satellite is equal to 23 hours, 56 minutes, which is equal
to 86 160 seconds.
Therefore, 2 × 3.14 × (r )3/2/

√
(39.8 × 1013) = 86 160

6.28 × (r )3/2 = 86 160 × √
(39.8 × 1013) = 1 718 886 × 106

or (r )3/2 = 273 708 × 106

or r = (273 708 × 106)2/3 = 4215.5 × 104 m = 42 155 km
Hence, height of satellite orbit above the surface of the Earth = 42 155 − 6380 = 35 775 km

Problem 2.20
A typical Molniya orbit has perigee and apogee heights above the surface of Earth as
400 km and 40 000 km respectively. Verify that the orbit has a 12 hour time period assuming
the radius of the Earth to be 6380 km and � = 39.8 × 1013 N m2/ kg.

Solution: The orbital period of a satellite in elliptical orbit is given by

T = 2�a3/2

√
�

where a= semi-major axis of the elliptical orbit. Now a = (40 000 + 400 + 6380 + 6380)/2 =
26 580 km. Therefore

T = 6.28 × (26 580 × 103)3/2

√
(39.8 × 1013)

= 43 137 seconds = 11.98 hours ≈ 12 hours
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Glossary
Apogee: Point on the satellite orbit farthest from the centre of the Earth. The apogee distance is the
distance of the apogee point from the centre of the Earth
Argument of perigee: This parameter defines the location of the major axis of the satellite orbit. It is
measured as the angle between the line joining the perigee and the centre of the Earth and the line of
nodes from the ascending to the descending node in the same direction as that of the satellite orbit
Ascending node: The point where the satellite orbit cuts the Earth’s equatorial plane, when it passes
from the southern hemisphere to the northern hemisphere
Centrifugal force: The force acting outwards from the centre of the Earth on any body orbiting it
Centripetal force: A force that is directed towards the centre of the Earth due to the gravitational force
of attraction of Earth
Descending node: The point where the satellite orbit cuts the Earth’s equatorial plane, when it passes
from the northern hemisphere to the southern hemisphere
Eccentricity: Referring to an elliptical orbit, it is the ratio of the distance between the centre of the Earth
and the centre of the ellipse to the semi-major axis of the ellipse. It is zero for a circular orbit and between
0 and 1 for an elliptical orbit
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Equatorial orbit: An orbit in which the satellite’s orbital plane coincides with the Earth’s equatorial
plane
Equinox: An equinox is said to occur when the angle of inclination of the Earth’s equatorial plane with
respect to the direction of the sun is zero. Such a situation occurs twice a year, one on 21 March called
the spring equinox and the other on 21 September called the autumn equinox
First cosmic velocity: This is the injection velocity at which the apogee and perigee distances are equal,
with the result that the satellite orbit is circular
Geostationary Earth orbit (GEO): A satellite orbit with an orbit height at 35 786 km above the surface
of the Earth. This height makes the satellite’s orbital velocity equal to the speed of rotation of Earth, thus
making the satellite look stationary from a given point on the surface of the Earth
Inclination: Inclination is the angle that the orbital plane of the satellite makes with the Earth’s equatorial
plane
Inclined orbit: An orbit having an angle of inclination between 0◦ and 180◦

Injection velocity: This is the horizontal velocity with which a satellite is injected into space by the
launch vehicle with the intention of imparting a specific trajectory to the satellite
Kepler’s first law: The orbit of an artificial satellite around Earth is elliptical with the centre of the Earth
lying at one of its foci
Kepler’s second law: The line joining the satellite and the centre of the Earth sweeps out equal areas in
the plane of the orbit in equal times
Kepler’s third law: The square of the time period of any satellite is proportional to the cube of the
semi-major axis of its elliptical orbit
Low Earth orbit (LEO): A satellite orbit with an orbital height of around 150 km to 500 km above the
surface of Earth. These orbits have lower orbital periods, shorter propagation delays and lower propagation
losses
Medium Earth orbit (MEO): A satellite orbit with an orbital height around 10 000 km to 20 000 km
above the surface of the Earth
Molniya orbit: A highly inclined and eccentric orbit used by Russia and other countries of the erstwhile
Soviet Union for providing communication services
Orbit: A trajectory that is periodically repeated
Perigee: A point on a satellite orbit closest to the centre of the Earth. The perigee distance is the distance
of the perigee point from the centre of the Earth
Polar orbit: An orbit having an angle of inclination equal to 90◦

Prograde orbit: Also called a direct orbit, an orbit where the satellite travels in the same direction as
the direction of rotation of Earth. This orbit has an angle of inclination between 0◦ and 90◦

Project Iridium: Project Iridium is a global communication system conceived by Motorola that makes
use of satellites in low Earth orbits. A total of 66 satellites are arranged in a distributed architecture with
each satellite carrying 1/66 of the total system capacity
Retrograde orbit: An orbit where the satellite travels in a direction opposite to the direction of rotation
of Earth. This orbit has an angle of inclination between 90◦ and 180◦

Right ascension of the ascending node: The right ascension of the ascending node indicates the orien-
tation of the line of nodes, which is the line joining the ascending and descending nodes, with respect
to the direction of the vernal equinox. It is expressed as an angle (�) measured from the vernal equinox
towards the line of nodes in the direction of rotation of Earth. The angle could be anywhere from 0◦ to
360◦

Second cosmic velocity: This is the injection velocity at which the apogee distance becomes infinite
and the orbit takes the shape of a parabola. It equals

√
2 times the first cosmic velocity

Solstices: Solstices are said to occur when the angle of inclination of the Earth’s equatorial plane with
respect to the direction of the sun is at its maximum, i.e. 23.4◦. These are like equinoxes and also occur
twice during the year, one on 21 June called the summer solstice and the other on 21 December called
the winter solstice
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Sun-synchronous orbit: A sun-synchronous orbit, also known as a helio-synchronous orbit, is one that
lies in a plane that maintains a fixed angle with respect to the Earth–sun direction
Third cosmic velocity: This is the injection velocity at which the satellite succeeds in escaping from
the solar system. It is related to the motion of Earth around the sun. For injection velocities beyond the
third cosmic velocity, there is a region of hyperbolic flights outside the solar system
Trajectory: A path traced by a moving body
True anomaly of a satellite: This parameter is used to indicate the position of the satellite in its orbit.
This is done by defining an angle (θ), called the true anomaly of the satellite, formed by the line joining
the perigee and the centre of the Earth with the line joining the satellite and the centre of the Earth



3
Satellite Launch and In-orbit
Operations

Fundamental issues such as laws governing motion of artificial satellites around Earth, different
orbital parameters, types of orbits and their suitability for a given application, etc., related to
orbital dynamics were addressed in the previous chapter. The next obvious step is to understand
the launch requirements to acquire the desired orbit. This should then lead to various in-orbit
operations such as orbit stabilization, orbit correction and station keeping that are necessary
for keeping the satellite in the desired orbit. The present chapter will address all these issues
and also other related issues like Earth coverage, eclipses and pointing towards a given satellite
from Earth. Again the chapter is amply illustrated with mathematics wherever necessary and
a large number of solved problems.

3.1 Acquiring the Desired Orbit

In order to ensure that the satellite acquires the desired orbit, i.e. the orbit with desired values
of orbital elements/parameters such as orbital plane, apogee and perigee distances, etc., it is
important that correct conditions are established at the satellite injection point. For instance, in
order to ensure that the satellite orbits within a given plane, the satellite must be injected at a
certain specific time, depending upon the longitude of the injection point, at which the line of
nodes makes the required angle with the direction of the vernal equinox. Put in simple words,
for a given orbital plane, the line of nodes will have a specific angle with the vernal equinox.
To acquire this angle, the satellite must be injected at the desired time depending upon the
longitude of the injection point.

3.1.1 Parameters Defining the Satellite Orbit

The satellite orbit is completely defined or specified by the following parameters:

1. Right ascension of the ascending node
2. Inclination angle

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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3. Position of the major axis of the orbit
4. Shape of the elliptical orbit
5. Position of the satellite in its orbit

1. Right ascension of the ascending node. The angle � defining the right ascension of the
ascending node is basically the difference between two angles, θ1 and θ2, where θ1 is the
angle made by the longitude of the injection point at the time of launch with the direction of
vernal equinox and θ2 is the angle made by the longitude of the injection point at the time
of launch with the line of nodes, as shown in Figure 3.1. Angle θ2 can be computed from

sin θ2 = cos i sin L

cos L sin i
(3.1)

where i = angle of inclination and L = longitude of the injection point. Thus, for a known
angle of inclination, the time of launch and hence the longitude of the injection point can
be so chosen as to get the desired angle (�).

Figure 3.1 Right ascension of the ascending node

2. Inclination angle. The angle of inclination (i) of the orbital plane can be determined from
the known values of the angle of azimuth Az and the latitude of the injection point l using
the expression

cos i = sin Az cos l (3.2)

The azimuth angle at a given point in a satellite orbit was defined in the previous chapter
as the angle made by the projection of the satellite velocity vector at that point in the
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local horizontal with the north. It is obvious from the above expression that for the angle
of inclination to be zero, the right-hand side of the expression must equal unity. This is
possible only for Az = 90◦ and l = 0◦. Other inferences that can be drawn from the above
expression are:

(a) For Az = 90◦, i = l.
(b) For Az < 90◦, sin Az < 1 and therefore i > l.

Thus it can be concluded that the satellite will tend to orbit in a plane which will be inclined
to the equatorial plane at an angle equal to or greater than the latitude of the injection point.
This will be evident if some of the prominent satellite launch sites and the corresponding
latitudes of those locations are looked at.

The launch site at Kourou in French Guyana is at a latitude of 5.2◦N. When the typical
launch sequences are discussed in the latter part of this chapter, it will be seen that the
orbital plane acquired by the satellite launched from Kourou immediately after injection
is 7◦, which is later corrected to get an inclination of zero or near zero through manoeuvres.
The latitude of another prominent launch site at Baikonur in Russia is 45.9◦. A study of
the launch sequence for satellites launched from this base shows that the satellite acquires
an initial orbital inclination of 51◦. Both these examples confirm the axiom or the concept
outlined in an earlier section. A similar result will be found if other prominent launch sites
at Cape Canaveral, Sriharikota, Vandenberg and Xichang are examined.

3. Position of the major axis of the orbit. The position of the major axis of the satellite orbit
is defined by argument of the perigee ω. Refer to Figure 3.2. If the injection point happens
to be different from the perigee point, then ω is the difference of two angles, φ and θ, as
shown in Figure 3.2. Angle φ can be computed from

sin φ = sin l

sin i
(3.3)

Figure 3.2 Argument of the perigee
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and θ can be computed from

cos θ = dV 2 cos2 γ − μ

eμ
(3.4)

The terms have their usual meaning and are indicated in Figure 3.2.
In the case where the injection point is the same as the perigee point (Figure 3.3), γ = 0◦

and θ = 0◦. This gives

sin ω = sin φ = sin l

sin i
(3.5)

Figure 3.3 Argument of the perigee when the injection point is the same as the perigee point

4. Shape of the elliptical orbit. The shape of the orbit is defined by the orbit eccentricity e,
the semi-major axis a, the apogee distance ra and the perigee distance rp. The elliptical orbit
can be completely defined by either a and e or by ra and rp. The orbit is usually defined
by the apogee and perigee distances. The perigee distance can be computed from known
values of the distance d from the focus (which in this case is the centre of the Earth) at any
point in the orbit and the angle γ that the velocity vector V makes with the local horizontal.
The relevant expression to compute rp is

rp = V 2d2 cos2 γ

μ(1 + e)
(3.6)

The apogee distance ra can be computed with the help of the following expression:

ra = V 2d2 cos2 γ

μ(1 − e)
(3.7)

5. Position of the satellite in its orbit. The position of the satellite in its orbit can be defined
by a time parameter t, which is the time that elapsed after a time instant t0 when the satellite
last passed through a reference point. The reference point is usually the perigee. The time
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t that has elapsed after the satellite last passed through the perigee point can be computed
from

t =
(

T

2π

)
(u − e sin u) (3.8)

where T is the orbital period and the angle u is the eccentric anomaly of the current location
of the satellite (Figure 3.4).

Figure 3.4 Position of the satellite in its orbit

In this section, the parameters that define an orbit as well as the factors upon which each one
of these parameters is dependent, have been discussed, with the help of relevant mathematical
expressions. However, when it comes to acquiring a desired orbit, this is perhaps not enough.
The discussion would be complete only if it was known how each one of these parameters
could be modified if needed, with the help of commands transmitted to the satellite from the
ground control station. In the section that follows, this process will be discussed.

3.1.2 Modifying the Orbital Parameters

1. Right ascension of the ascending node. This parameter, as mentioned before, defines the
orientation of the orbital plane of the satellite. Due to the Earth’s equatorial bulge, there
is nodal precession, i.e. a change in the orientation of the orbital plane with time as Earth
revolves around the sun. It will be seen that this perturbation to the satellite orbital plane
depends upon the orbit inclination angle i and also the apogee and perigee distances. The
rotational perturbation experienced by the satellite orbital plane (in degrees) during one orbit
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period is given by

�� = −0.58

(
D

ra + rp

)2 (
1

1 − e2

)2

cos i (3.9)

where D = diameter of the Earth. It is clear from the above expression that the perturbation
is zero only in the case of the inclination angle being 90◦. Also, more the deviation of
the inclination angle from 90◦ and the shorter the apogee and perigee distances, the larger
is the perturbation. Any experimental manoeuvre that changes the orientation is a very
expensive affair. It is always preferable to depend upon the natural perturbation for this
purpose.

When the orbit inclination angle i < 90◦, �� is negative; i.e. the satellite orbital plane
rotates in a direction opposite to the direction of the rotation of Earth (Figure 3.5). When
the orbit inclination angle i > 90◦, �� is positive; i.e. the satellite orbital plane rotates in
the same direction as the direction of the rotation of Earth (Figure 3.6).

Figure 3.5 Rotation of the orbital plane when the inclination angle is less than 90◦

2. Inclination angle. Though there is a natural perturbation experienced by the satellite or-
bital plane inclination w.r.t. the Earth’s equatorial plane due to the sun–moon attraction
phenomenon, this change is small enough to be considered negligible. A small change �i

to the inclination angle i can be affected externally by applying a thrust �v to the velocity
vector V at an angle of 90◦ + �i/2 to the direction of the satellite, as shown in Figure 3.7.
The thrust �v is given by

�v = 2V sin

(
�i

2

)
(3.10)

The thrust is applied at either of the two nodes.
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Figure 3.6 Rotation of the orbital plane when the inclination angle is greater than 90◦

Figure 3.7 Changing the inclination angle

3. Position of the major axis of the orbit. The position of the major axis, as mentioned
in the previous section, is defined by the parameter called the argument of the perigee
ω. This parameter, like the right ascension of the ascending node, also undergoes nat-
ural perturbations due to the equatorial bulge of Earth. The phenomenon is known as
apsidal precession. The further the angle of inclination from 63◦ 26′, the larger is the
rotation of the perigee. Also, closer the satellite to the centre of the Earth, the larger is
the rotation. Moreover, the rotation of the perigee occurs in the direction opposite to the
satellite motion if the inclination angle is greater than 63◦ 26′ and in the same direction
as the satellite motion if the inclination angle is less than 63◦ 26′. This is illustrated in
Figure 3.8 (a) and (b).
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Figure 3.8 (a) Rotation of the perigee when the inclination angle is greater than 63◦ 26′. (b) Rotation
of the perigee when the inclination angle is less than 63◦ 26′
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The rotation experienced by ω in degrees due to natural perturbation in one orbit is given
by

�ω = 0.29

[
4 − 5 sin2 i

(1 − e2)2

] [(
D

ra + rp

)2
]

(3.11)

In the case of a circular orbit, ra = rp and e = 0. In order to affect an intentional change
(�ω), a thrust �v is applied at a point in the orbit where the line joining this point and the
centre of the Earth makes an angle (�ω/2) with the major axis. The thrust is applied in
a direction towards the centre of the Earth, as shown in Figure 3.9. The thrust �v can be
computed from

�v = 2

√(
μ

rp

) [
e√

(1 + e)

]
sin

(ω

2

)
(3.12)

Figure 3.9 Changing the argument of the perigee

4. Shape of the elliptical orbit. The apogee and perigee distances fully specify the shape
of the orbit as the other parameters such as eccentricity e and the semi-major axis a can
be computed from this pair of distances. The apogee distance becomes affected; in fact, it
reduces due to atmospheric drag and to a lesser extent by the solar radiation pressure. In
fact, every elliptical orbit tends to become circular with time, with a radius equal to the
perigee distance. It is interesting to note that the probable lifetime of a satellite in a circular
orbit at a height of 200 km is only a few days and that of a satellite at a height of 800 km
is about 100 years. For a geostationary satellite, it would be more than a million years.

Returning to modifying the apogee distance, it can be intentionally increased or decreased
by applying a thrust �v at the perigee point in the direction of motion of the satellite or
opposite to the direction of motion of the satellite respectively (Figure 3.10). Thus �ra can
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Figure 3.10 Changing the apogee distance

be computed from

�v = �ra
μ

Vp(ra + rp)2 (3.13)

where Vp is the velocity at the perigee point. The perigee distance can similarly be increased
or decreased by applying a thrust �v at the apogee point in the direction of motion of the
satellite or opposite to the direction of motion of the satellite respectively (Figure 3.11).

Figure 3.11 Changing the perigee distance



Acquiring the Desired Orbit 85

Thus �rp can be computed from

�v = �rp
μ

Va(ra + rp)2 (3.14)

where Va is the velocity at the apogee point.
So far modifying the apogee and perigee distances has been discussed. A very economical

manoeuvre that can be used to change the radius of a circular orbit is the Homann transfer,
which uses an elliptical trajectory tangential to both the current and modified circular orbits.
The process requires application of two thrusts, �v and �v′. The thrust is applied in the
direction of motion of the satellite if the orbit radius is to be increased (Figure 3.12) and
opposite to the direction of motion of the satellite if the orbit radius is to be decreased
(Figure 3.13). The two thrusts can be computed from

Figure 3.12 Increasing the radius of the circular orbit

Figure 3.13 Decreasing the radius of the circular orbit
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�v =
√ [

2μR′

R(R + R′)

]
−

√ (μ

R

)
(3.15)

�v′ =
√ ( μ

R′
)

−
√ [

2μR

R′(R + R′)

]
(3.16)

where R = radius of the initial orbit and R′ = radius of the final orbit.
5. Position of the satellite in its orbit. The position of the satellite was defined earlier in terms

of its passage time at the perigee point. Modifying the apogee and perigee distances also
changes the time of a satellite’s passage at the perigee point due to the change in velocity
of the satellite. A similar manoeuvre can be used to modify the longitudinal location of a
geostationary satellite.

Problem 3.1
A geostationary satellite was launched from Kourou launch site in French Guiana. The
satellite was injected into a highly eccentric elliptical transfer orbit from a height of 200 km.
The projection of the injection velocity vector in the local horizontal plane made an angle
of 85◦ with the north. Determine the inclination angle attained by this transfer orbit given
that latitude and longitude of the Kourou site are 5.2◦N and 52.7◦W respectively.

Solution: The inclination angle can be computed from

cos i = sin Az cos l

where Az = azimuth angle of the injection point = 85◦ and l = latitude of the launch site
= 5.2◦. This gives

cos i = sin 85◦ cos 5.2◦ = 0.9962 × 0.9959 = 0.9921

i = 7.2◦

Problem 3.2
A geostationary satellite was launched into an eccentric elliptical transfer orbit having an
orbital plane inclination of 7◦ and its apogee at the geostationary height. This orbit was
then circularized by an appropriate thrust manoeuvre without affecting any change to the
inclination. If the velocity of the satellite in the circularized orbit is 3 km/s, determine the
velocity thrust required to make the inclination 0◦. Also show the relevant diagram indicating
the direction of thrust to be applied.

Solution: The required thrust can be computed from

�v = 2V sin
(
�i

2

)
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where V = 3000 m/s and �i = 7◦. Therefore

�v = 2V sin
(
�i

2

)
= 2 × 3000 × sin 3.5◦ = 6000 × 0.061 = 366 m/s

The thrust is applied when the satellite is at either of the nodes and is applied at an
angle of (90◦ +�i/2) = 93.5◦ to the direction of motion of the satellite, as shown in
Figure 3.14.

Figure 3.14 Figure for Problem 3.2

Problem 3.3
A satellite is launched into an eccentric (e = 0.69) elliptical orbit. The line joining the perigee
and centre of the Earth makes an angle of 60◦ with the line of nodes. It is intended to rotate
the perigee of the orbit so as to make this angle equal to 50◦. If the perigee distance is
7000 km, determine the velocity thrust required to bring about the change. Also illustrate
the application of thrust vis- a-vis the point of application and its direction. (Assume that
� = 39.8 × 1013 N m2/kg.)

Solution: The velocity thrust required to rotate the perigee point by the desired amount
can be computed from

�v = 2

√(
�

rp

)[
e√

(1 + e)

]
sin

(
ω

2

)

Now rp = 7000 km = 7 000 000 m, e = 0.69 and ω = 60◦. Substituting these values gives

�v = 2

√(
39.8 × 1013

7 000 000

)(
0.69√
1.69

)
sin 30◦

= 15080.74 × 0.53 × 0.5 = 3996.4 m/s = 3.996 km/s

The point of application of this thrust and its direction are shown in Figure 3.15.
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Figure 3.15 Figure for Problem 3.3

Problem 3.4
A certain satellite is moving in an elliptical orbit with apogee and perigee distances of
15 000 km and 7000 km respectively. It is intended to circularize the orbit with a radius
equal to the perigee distance. Determine the magnitude and direction of the velocity thrust
required to achieve the objective. Also indicate the point in the orbit where the thrust would
be applied. Take the value of the constant � as 39.8 × 1013 Nm2/kg.

Solution: Stated in other words, the objective is to reduce the apogee distance to 7000 km
from 15 000 km. The required velocity thrust �v can be computed from

�v = �ra
�

Vp(ra + rp)2

where �ra = required change in the apogee distance = 8000 km. Also, the velocity at the
perigee point can be computed from

Vp =
√(

2�
perigee distance

− 2�
perigee distance + apogee distance

)

=
√√√√(2 × 39.8 × 1013

7 × 106
− 2 × 39.8 × 1013

7 × 106 + 15 × 106

)

= 103

√(
796

7
− 796

22

)

= 8.805 km/s
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Therefore,

�v = 8 000 000 × 39.8 × 1013

8805 × (15 000 000 + 7 000 000)2
= 747.1 m/s

The thrust will be applied at the perigee point and in the direction opposite to the motion
of the satellite, as illustrated in Figure 3.16.

Figure 3.16 Figure for Problem 3.4

Problem 3.5
A certain satellite is moving in an elliptical orbit with apogee and perigee distances of
15 000 km and 7000 km respectively. It is intended to increase the perigee distance to
8000 km. Determine the magnitude and direction of the velocity thrust required to achieve
the objective. Also indicate the point in orbit where the thrust would be applied. Take the
value of constant (�) as 39.8 × 1013 Nm2/kg and radius of the Earth as 6378 km.

Solution:
The objective is to increase the perigee distance to 8000 km.

The required velocity thrust �v can be computed from �v = �rp�[
va(ra + rp)2

] where �rp =
Required change in perigee distance = 1000 km
Also velocity at the perigee point can be computed from:
Vp = √

[{2�/(Perigee distance)} − {2�/(Perigee distance + Apogee distance)}]
= √

[{2�/(7 000 000)} − {2�/(7 000 000 + 15 000 000)}]
= √

(77 532 469.6) = 8.805 km/s
The velocity at the apogee Va = (Vp× Distance of perigee from center of the
Earth)/(Distance of apogee from center of the Earth)
Va = 8.805 × (7 000 000)/(15 000 000) km/s = 4.109km/s
Therefore, ıv =1 000 000×39.8×1013/[4109×(15 000 000 +7 000 000)2] = 200.1m/s
The thrust will be applied at the apogee point and in the direction of motion of the
satellite.
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Problem 3.6
A certain satellite is moving in a circular orbit with an altitude of 500 km. The orbit altitude is
intended to be increased to 800 km. Suggest a suitable manoeuvre to do this and calculate
the magnitudes of the thrusts required. Show the point/s of application of the thrust/s. Take
the value of the constant � as 39.8 × 1013 N m2/kg.

Solution: The objective is to increase the orbit altitude to 800 km. This can be achieved
by making use of the Homann transfer method by first applying a thrust �v to transform
the current circular orbit to an elliptical one, with its perigee at the current orbit radius and
apogee at the desired orbit radius. Since the altitude of desired orbit is greater than the cur-
rent one, the thrust is applied in the direction of motion of the satellite. A second thrust�v ′ is
then applied at the apogee of the elliptical orbit in the direction of the motion of the satellite in
order to circularize the orbit with the desired radius. The two thrusts can be computed
from

�v =
√[

2�R′

R(R + R′)

]
−
√(

�

R

)

�v ′ =
√(

�

R′

)
−
√[

2�R
R′(R + R′)

]

where R = radius of the initial orbit and R′ = radius of the final orbit.
Now R = 6878 km and R′ = 7178 km. The two thrusts are computed as

�v =
√[

2�R′

R(R + R′)

]
−
√(

�

R

)

=
√[

2 × 39.8 × 1013 × 7 178 000
6 878 000 × (6 878 000 + 7 178 000)

]
−
√(

39.8 × 1013

6 878 000

)

= 7687.70 − 7606.95 = 80.75m/s

�v ′ =
√(

�

R′

)
−
√[

2�R
R′(R + R′)

]

=
√(

39.8 × 1013

7 178 000

)
−
√[

2 × 39.8 × 1013 × 6 878 000
7 178 000 × (6 878 000 + 7 178 000)

]

= 7446.29 − 7366.40 = 79.89 m/s

Thus, the two thrusts to be applied are �v = 80.75 m/s and �v ′ = 79.89 m/s.
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Figure 3.17 shows the point and direction of application of the two thrusts.

Figure 3.17 Figure for Problem 3.6

3.2 Launch Sequence

In the last chapter, the various types of satellite orbits were discussed, the prominent among
them being the low Earth circular orbits, elliptical eccentric orbits and geostationary or-
bits. The suitability of each type of orbit for a given application was also discussed. In the
present chapter, we have continued with a basic discussion on orbits and trajectories. The
various factors important for acquiring the desired orbit, as well as various natural causes that
cause perturbations to certain orbital parameters and external manoeuvres used to bring about
intended changes in them have been discussed. In the present section, the discussion will cen-
tre on typical launch sequences employed worldwide for putting satellites in the geostationary
orbit, as putting a satellite in a lower circular or elliptical orbit is only a step towards achieving
the geostationary orbit.

3.2.1 Types of Launch Sequence

There are two broad categories of launch sequence, one that is employed by expendable launch
vehicles such as Ariane of the European Space Agency and Atlas Centaur and Thor Delta of
the United States and the other that is employed by a re-usable launch vehicle such as the
Space Shuttle of the United States and the recent development Buran of Russia.

Irrespective of whether a satellite is launched by a re-usable launch vehicle or an expendable
vehicle, the satellite heading for a geostationary orbit is first placed in a transfer orbit. The
transfer orbit is elliptical in shape with its perigee at an altitude between 200 km and 300 km
and its apogee at the geostationary altitude.

In some cases, the launch vehicle injects the satellite directly into a transfer orbit of this type.
Following this, an apogee manoeuvre circularizes the orbit at the geostationary altitude. The
last step is then to correct the orbit for its inclination. This type of launch sequence is illustrated
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Figure 3.18 Possible geostationary satellite launch sequence

in Figure 3.18. In the second case, the satellite is first injected into a low Earth circular orbit.
In the second step, the low Earth circular orbit is transformed into an elliptical transfer orbit
with a perigee manoeuvre. Circularization of the transfer orbit and then correction of the orbit
inclination follow this. This type of sequence is illustrated in Figure 3.19.

Figure 3.19 Another possible geostationary satellite launch sequence
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In the following paragraphs, we will discuss some typical launch sequences observed
in the case of various launch vehicles used to deploy geostationary satellites from some
of the prominent launch sites all over the world. The cases presented here include the
launch of geostationary satellites from Kourou in French Guiana and Cape Canaveral in
the United States, both situated towards the eastern coast of America, and also Baikonur
in Russia. A typical Space Shuttle launch will also be discussed. The two types of launch
sequence briefly described above will be amply evident in the real-life illustrations that
follow.

3.2.1.1 Launch from Kourou

A typical Ariane launch of a geostationary satellite from Kourou in French Guiana will be
illustrated. Different steps involved in the entire process are:

1. The launch vehicle takes the satellite to a point that is intended to be the perigee of the
transfer orbit, at a height of about 200 km above the surface of the Earth. The satellite along
with its apogee boost motor is injected before the launch vehicle crosses the equatorial plane,
as shown in Figure 3.20. The injection velocity is such that the injected satellite attains an
eccentric elliptical orbit with an apogee altitude at about 36 000 km. The orbit is inclined at
about 7◦, which is expected, as the latitude of the launch site is 5.2◦.

Figure 3.20 Typical launch of a geostationary satellite from Kourou

2. In the second step, after the satellite has completed several revolutions in the transfer orbit,
the apogee boost motor is fired during the passage of the satellite at the apogee point. The
resulting thrust gradually circularizes the orbit. The orbit now is a circular orbit with an
altitude of 36 000 km.

3. Further thrust is applied at the apogee point to bring the inclination to 0◦, thus making the
orbit a true circular and equatorial orbit.

4. The last step is to attain the correct longitude and attitude. This is also achieved by applying
thrust either tangential or normal to the orbit.
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3.2.1.2 Launch from Cape Canaveral

Different steps involved in the process of the launch of a geostationary satellite from Cape
Canaveral are:

1. The launch vehicle takes the satellite to a point that is intended to be the perigee of the
transfer orbit, at a height of about 300 km above the surface of the Earth, and injects the
satellite first into a circular orbit called the parking orbit. The orbit is inclined at an angle of
28.5◦ with the equatorial plane, as shown in Figure 3.21. Reasons for this inclination angle
have been explained earlier.

28.5° 

IV

Apogee

I   : Injection into low Earth orbit (Parking orbit)  
II  : Acquiring Transfer orbit 
III : Acquiring circular orbit with an altitude of approx.36,000 km and inclination of 28.5°  
      (Drift orbit) 
IV : Attaining equatorial plane orbit 

Transfer 
orbit
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orbit
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Figure 3.21 Typical launch of a geostationary satellite from Cape Canaveral

2. In the second step, a perigee manoeuvre associated with the firing of a perigee boost motor
transforms the circular parking orbit to an eccentric elliptical transfer orbit with perigee and
apogee altitudes of 300 km and 36 000 km respectively.

3. In the third step, an apogee manoeuvre similar to the one used in the case of the Kourou
launch circularizes the transfer orbit. Till now, the orbit inclination is 28.5◦. In another
apogee manoeuvre, the orbit inclination is brought to 0◦. The thrust required in this ma-
noeuvre is obviously much larger than that required in the case of inclination correction in
the Kourou launch.

4. In the fourth and last step, several small manoeuvres are used to put the satellite in the
desired longitudinal position.

3.2.1.3 Launch from Baikonur

The launch procedure for a geostationary satellite from Baikonur is similar to the one described
in case of the launch from Cape Canaveral. Different steps involved in the process of the launch
of a geostationary satellite from Baikonur are:
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1. The launch vehicle injects the satellite in a circular orbit with an altitude of 200 km and an
inclination of 51◦.

2. In the second step, during the first passage of the satellite through the intended perigee, a
manoeuvre puts the satellite in the transfer orbit with an apogee altitude of approximately
36 000 km. The orbit inclination now is 47◦.

3. In the third step, the transfer orbit is circularized and the inclination corrected at the de-
scending node.

4. In the fourth and last step, the satellite drifts to its final longitudinal position. Different steps
are depicted in Figure 3.22.
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Figure 3.22 Typical launch of a geostationary satellite from Baikonour

3.2.1.4 Space Shuttle Launch

The Space Shuttle launch is also similar to the launch procedure described in the case of a
launch from Cape Canaveral and Baikonur. The Space Shuttle injects the satellite along with its
perigee motor in a circular parking orbit at an altitude of 100 km. After several revolutions, the
perigee motor is fired by signals from an onboard timing mechanism and the thrust generated
thereby puts the satellite in a transfer orbit with an apogee at the geostationary height. The
perigee motor is then jettisoned. The orbit is then circularized with an apogee manoeuvre.
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3.2.2 Launch Vehicles

Launch vehicles are used to launch the satellites from the Earth into their desired orbits. In
order to launch the satellite into its desired orbit, two parameters that are very important are the
velocity vector and the orbital height. Launch vehicles can be further classified as Expendable
Launch Vehicles (ELV) and Reusable Launch Vehicles (RLV). ELVs are designed to be used
only once and their components are not recovered after launch. They mostly comprise of multi
stage rockets and the job of each stage is to provide the desired orbital manoeuvre. As the job
of the stage is completed, it is expended. The process goes on till the satellite is placed into the
desired trajectory. The number of rocket stages can be as many as five. It may be mentioned
here that some launch vehicles used to put the satellite into small LEO orbits can comprise of a
single rocket stage. In addition to the rocket stages, launch vehicles also comprise of boosters
that are used to aid the rockets during main orbital manoeuvres or to provide small orbital
corrections. Figure 3.23 shows the launch sequence of GSLV-FO4 launch vehicle developed
by Indian Space Research Organization (ISRO). It is a three stage vehicle comprising of a solid
rocket engine based first stage (GS-1) and liquid rocket engine based second and third stages
(GS-2 and GS-3).

Figure 3.23 Launch sequence of GSLV-FO4 launch vehicle
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Ariane (Europe), Atlas (USA), Delta (USA), GSLV (India), PSLV (India), Long March
(China) and Proton (Russia) are some of the launch vehicles being used internationally to launch
satellites. The Ariane launch vehicle from the European Space Agency (ESA) has entered
the fifth generation with ARIANE-5 series. The ARIANE-5 ECA (Enhanced Capability-A)
(Figure 3.24) launch vehicle of the Ariane-5 series has the capacity of launching 12 tonnes
of payload to geostationary transfer orbit. The GSLV launch vehicle (Figure 3.25), developed
by Indian Space Research Organization (ISRO) can launch a 2 to 2.5 tonne satellite into GTO
(200 km × 36 000 km).

Figure 3.24 Ariane 5 ECA launch vehicle (Reproduced by permission of © ESA-D.DUCROS)

Reusable launch vehicles (RLV) are designed to be recovered intact and used again for
subsequent launches. The Space Shuttle (Figure 3.26) from the USA is one example. It is
generally used for human spaceflight missions.

Launch vehicles are also classified according to the mass they carry into orbit. As an example
the PSLV (Polar Satellite Launch Vehicle), developed by ISRO, India has the capability of
launching a payload of 1000 to 1200 kg into polar sun-synchronous orbit. Another launch
vehicle developed by ISRO, GSLV (Geostationary Satellite Launch Vehicle) has the capability
to launch a 2 to 2.5 tonne payload to GTO (200 km × 36 000 km).

3.3 Orbital Perturbations

The satellite, once placed in its orbit, experiences various perturbing torques that cause varia-
tions in its orbital parameters with time. These include gravitational forces from other bodies
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Figure 3.25 GSLV launch vehicle (Courtesy: ISRO)

Figure 3.26 Space shuttle (Courtesy: NASA)

like solar and lunar attraction, magnetic field interaction, solar radiation pressure, asymmetry
of Earth’s gravitational field etc. Due to these factors, the satellite orbit tends to drift and its
orientation also changes and hence the true orbit of the satellite is different from that defined
using Kepler’s laws. The satellite’s position thus needs to be controlled both in the east–west
as well as the north–south directions. The east–west location needs to be maintained to prevent
radio frequency (RF) interference from neighbouring satellites. It may be mentioned here that
in the case of a geostationary satellite, a 1◦ drift in the east or west direction is equivalent to
a drift of about 735 km along the orbit (Figure 3.27). The north–south orientation has to be
maintained to have proper satellite inclination.
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Figure 3.27 Drift of a geostationary satellite

The Earth is not a perfect sphere and is flattened at the poles. The equatorial diameter
is about 20–40 km more than the average polar diameter. Also, the equatorial radius of the
Earth is not constant. In addition, the average density of Earth is not uniform. All of this
results in a non-uniform gravitational field around the Earth which in turn results in variation
in gravitational force acting on the satellite due to the Earth. The effect of variation in the
gravitational field of the Earth on the satellite is more predominant for geostationary satellites
than for satellites orbiting in low Earth orbits as in the case of these satellites the rapid change
in the position of the satellite with respect to the Earth’s surface will lead to the averaging
out of the perturbing forces. In the case of a geostationary satellite, these forces result in an
acceleration or deceleration component that varies with the longitudinal location of the satellite.

In addition to the variation in the gravitational field of the Earth, the satellite is also subjected
to the gravitational pulls of the sun and the moon. The Earth’s orbit around the sun is an ellipse
whose plane is inclined at an angle of 7◦ with respect to the equatorial plane of the sun. The Earth
is tilted around 23◦ away from the normal to the ecliptic. The moon revolves around the Earth
with an inclination of around 5◦ to the equatorial plane of the Earth. Hence, the satellite in orbit
is subjected to a variety of out-of-plane forces which change the inclination on the satellite’s
orbit. The gravitational pulls of Earth, sun and moon have negligible effect of the satellites
orbiting in LEO orbits, where the effect of atmospheric drag is more predominant.

As the perturbed orbit is not an ellipse anymore, the satellite does not return to the same
point in space after one revolution. The time elapsed between the successive perigee passages
is referred to as anomalistic period. The anomalistic period (TA) is given by equation 3.17.

tA = 2π

ωmod
(3.17)

Where,

ωmod = ω0

[
1 + K(1 − 1.5 sin2 i)

a2(1 − e2)3/2

]

ω0 is the angular velocity for spherical Earth, K = 66 063.1704km2, a is the semi-major axis,
e is the eccentricity and i = cos−1 WZ, WZ is the Z axis component of the orbit normal.
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The attitude and orbit control system maintains the satellite’s position and its orientation and
keeps the antenna pointed correctly in the desired direction (bore-sighted to the center of the
coverage area of the satellite). The orbit control is performed by firing thrusters in the desired
direction or by releasing jets of gas. It is also referred to as station keeping. Thrusters and gas jets
are used to correct the longitudinal drifts (in-plane changes) and the inclination changes (out-of-
plane changes). It may be mentioned that the manoeuvres required for correcting longitudinal
drifts (referred to as the north-south manoeuvre) require a much larger velocity increment as
compared to the manoeuvres required for correcting the inclination changes (referred to as
the east-west manoeuvre). Hence, generally a different set of thrusters or gas jets is used for
north-south and east-west manoeuvres.

3.4 Satellite Stabilization

Commonly employed techniques for satellite attitude control include:

1. Spin stabilization
2. Three-axis or body stabilization

3.4.1 Spin Stabilization

In a spin-stabilized satellite, the satellite body is spun at a rate between 30 and 100 rpm about
an axis perpendicular to the orbital plane (Figure 3.28). Like a spinning top, the rotating body
offers inertial stiffness, which prevents the satellite from drifting from its desired orientation.
Spin-stabilized satellites are generally cylindrical in shape. For stability, the satellite should
be spun about its major axis, having a maximum moment of inertia. To maintain stability, the
moment of inertia about the desired spin axis should at least be 10 % greater than the moment
of inertia about the transverse axis.

Figure 3.28 Spin stabilized satellite
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There are two types of spinning configurations employed in spin-stabilized satellites. These
include the simple spinner configuration and the dual spinner configuration. In the simple spin-
ner configuration, the satellite payload and other subsystems are placed in the spinning section,
while the antenna and the feed are placed in the de-spun platform. The de-spun platform is spun
in a direction opposite to that of the spinning satellite body. In the dual spinner configuration,
the entire payload along with the antenna and the feed is placed on the de-spun platform and
the other subsystems are located on the spinning body. Modern spin-stabilized satellites almost
invariably employ the dual spinner configuration. It may be mentioned here that mounting of
the antennae system on the de-spun platform in both the configurations ensures a constant
pointing direction of the antennae. In both configurations, solar cells are mounted on the cylin-
drical body of the satellite. Intelsat-1 to Intelsat-4, Intelsat-6 and TIROS-1 are some of the
popular spin-stabilized satellites. Figure 3.29 shows the photograph of Intelsat-4 satellite.

Figure 3.29 Spin-stabilized satellite (Intelsat-4) (Reproduced by permission of © Intelsat)

3.4.2 Three-axis or Body Stabilization

In the case of three-axis stabilization, also known as body stabilization, the stabilization is
achieved by controlling the movement of the satellite along the three axes, i.e. yaw, pitch and
roll, with respect to a reference (Figure 3.30). The system uses reaction wheels or momentum

Figure 3.30 Three-axis stabilization
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wheels to correct orbit perturbations. The stability of the three-axis system is provided by
the active control system, which applies small corrective forces on the wheels to correct the
undesirable changes in the satellite orbit.

Most three-axis stabilized satellites use momentum wheels. The basic control technique
used here is to speed up or slow down the momentum wheel depending upon the direction in
which the satellite is perturbed. The satellite rotates in a direction opposite to that of speed
change of the wheel. For example, an increase in speed of the wheel in the clockwise direction
will make the satellite to rotate in a counterclockwise direction. The momentum wheels rotate
in one direction and can be twisted by a gimbal motor to provide the required dynamic force
on the satellite.

An alternative approach is to use reaction wheels. Three reaction wheels are used, one for
each axis. They can be rotated in either direction depending upon the active correction force.
The satellite body is generally box shaped for three-axis stabilized satellites. Antennae are
mounted on the Earth-facing side and on the lateral sides adjacent to it. These satellites use
flat solar panels mounted above and below the satellite body in such a way that they always
point towards the sun, which is an obvious requirement.

Some popular satellites belonging to the category of three-axis stabilized satellites include
Intelsat-5, Intelsat-7, Intelsat-8, GOES-8, GOES-9, TIROS-N and the INSAT series of satel-
lites. Figure 3.31 is a photograph of the Intelsat-5 satellite.

Figure 3.31 Three-axis stabilized satellite (Intelsat-5) (Reproduced by permission of © Intelsat)

3.4.3 Comparison between Spin-stabilized and Three-axis Stabilized
Satellites

1. In comparison to spin-stabilized satellites, three-axis stabilized satellites have more power
generation capability and more additional mounting area available for complex antennae
structures.

2. Spin-stabilized satellites are simpler in design and less expensive than three-axis stabilized
satellites.

3. Three-axis stabilized satellites have the disadvantage that the extendible solar array used in
these satellites are unable to provide power when the satellite is in the transfer orbit, as the
array is still stored inside the satellite during this time.
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3.4.4 Station Keeping

Station keeping is the process of maintenance of the satellite’s orbit against different factors
that cause temporal drift. Satellites need to have their orbits adjusted from time to time because
the satellite, even though initially placed in the correct orbit, can undergo a progressive drift due
to some natural forces such as minor gravitational perturbations due to the sun and moon, solar
radiation pressure, Earth being an imperfect sphere, etc. The orbital adjustments are usually
made by releasing jets of gas or by firing small rockets tied to the body of the satellite.

In the case of spin-stabilized satellites, station keeping in the north–south direction is maint-
ained by firing thrusters parallel to the spin axis in a continuous mode. The east–west station
keeping is obtained by firing thrusters perpendicular to the spin axis. In the case of three-axis
stabilization, station keeping is achieved by firing thrusters in the east–west or the north–south
directions in a continuous mode. The amplitude and direction of thrusts required to carry out a
variety of orbital adjustments have already been discussed at length in Section 3.1.

3.5 Orbital Effects on Satellite’s Performance

As we know the satellite is revolving constantly around the Earth. The motion of the satellite has
significant effects on its performance. These include the Doppler shift, effect due to variation
in the orbital distance, effect of solar eclipse and sun’s transit outrage.

3.5.1 Doppler Shift

The geostationary satellites appear stationary with respect to an Earth station terminal whereas
in the case of satellites orbiting in low Earth orbits, the satellite is in relative motion with
respect to the terminal. However, in the case of geostationary satellites also there are some
variations between the satellite and the Earth station terminal. As the satellite is moving with
respect to the Earth station terminal, the frequency of the satellite transmitter also varies with
respect to the receiver on the Earth station terminal. If the frequency transmitted by the satellite
is fT , then the received frequency fR is given by equation 3.18.(

fR − fT

fT

)
=

(
�f

fT

)
=

(
vT

vP

)
(3.18)

Where,
vT is the component of the satellite transmitter velocity vector directed towards the Earth
station receiver
vP is the phase velocity of light in free space (3 × 108 m/s)

3.5.2 Variation in the Orbital Distance

Variation in the orbital distance results in variation in the range between the satellite and
the Earth station terminal. If a Time Division Multiple Access (TDMA) scheme is employed
by the satellite, the timing of the frames within the TDMA bursts should be worked out
carefully so that the user terminals receive the correct data at the correct time. Range varia-
tions are more predominant in low and medium Earth orbiting satellites as compared to the
geostationary satellites.
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3.5.3 Solar Eclipse

There are times when the satellites do not receive solar radiation due to obstruction from a
celestial body. During these periods the satellites operate using onboard batteries. The design of
the battery is such so as to provide continuous power during the period of the eclipse. Ground
control stations perform battery conditioning routines prior to the occurrence of an eclipse
to ensure best performance during the eclipse. These include discharging the batteries close
to their maximum depth of discharge and then fully recharging them just before the eclipse
occurs. Also, the rapidity with which the satellite enters and exits the shadow of the celestial
body creates sudden temperature stress situations. The satellite is designed in such a manner
so as to cope with these thermal stresses.

3.5.4 Sun Transit Outrage

There are times when the satellite passes directly between the sun and the Earth as shown in
Figure 3.32. The Earth station antenna will receive signals from the satellite as well as the
microwave radiation emitted by the sun (the sun is a source of radiation with an equivalent
temperature varying between 6000 K to 11000 K depending upon the time of the 11-year
sunspot cycle). This might cause temporary outrage if the magnitude of the solar radiation
exceeds the fade margin of the receiver. The traffic of the satellite may be shifted to other
satellites during such periods.

Figure 3.32 Sun outrage conditions
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3.6 Eclipses

With reference to satellites, an eclipse is said to occur when the sunlight fails to reach the
satellite’s solar panel due to an obstruction from a celestial body. The major and most frequent
source of an eclipse is due to the satellite coming in the shadow of the Earth (Figure 3.33). This is
known as a solar eclipse. The eclipse is total; i.e. the satellite fails to receive any light whatsoever
if it passes through the umbra, which is the dark central region of the shadow, and receives very
little light if it passes through the penumbra, which is the less dark region surrounding the umbra
(Figure 3.34). The eclipse occurs as the Earth’s equatorial plane is inclined at a constant angle of
about 23.5◦ to its ecliptic plane, which is the plane of the Earth’s orbit extended to infinity. The
eclipse is seen on 42 nights during the spring and an equal number of nights during the autumn
by the geostationary satellite. The effect is the worst during the equinoxes and lasts for about 72
minutes. The equinox, as explained earlier, is the point in time when the sun crosses the equator,
making the day and night equal in length. The spring and autumn equinoxes respectively occur
on 20–21 March and 22–23 September. During the equinoxes in March and September, the
satellite, the Earth and the sun are aligned at midnight local time and the satellite spends about
72 minutes in total darkness. From 21 days before and 21 days after the equinoxes, the satellite
crosses the umbral cone each day for some time, thereby receiving only a part of solar light
for that time. During the rest of the year, the geostationary satellite orbit passes either above
or below the umbral cone. It is at the maximum distance at the time of the solstices, above the
umbral cone at the time of the summer solstice (20–21 June) and below it at the time of the
winter solstice (21–22 December). Figure 3.35 further illustrates the phenomenon.

Figure 3.33 Solar eclipse

Figure 3.34 Umbra and penumbra

Hence, the duration of an eclipse increases from zero to about 72 minutes starting 21 days
before the equinox and then decreases from 72 minutes to zero during 21 days following the
equinox. The duration of an eclipse on a given day around the equinox can be seen from
the graph in Figure 3.36. Another type of eclipse known as the lunar eclipse occurs when
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Figure 3.35 Positions of the geostationary satellite during the equinoxes and solstices

Figure 3.36 Duration of the eclipse before and after the equinox
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the moon’s shadow passes across the satellite (Figure 3.37). This is much less common and
occurs once in 29 years. In fact, for all practical purposes, when an eclipse is mentioned with
respect to satellites, it is a solar eclipse that is referred to.

Figure 3.37 Lunar eclipse

While a solar eclipse takes place, the failure of sunlight to reach the satellite interrupts the
battery recharging process. The satellite is depleted of its electrical power capacity. It does
not significantly affect low power satellites, which can usually continue their operation with
back-up power. The high power satellites, however, shut down for all but essential services.

3.7 Look Angles of a Satellite

The look angles of a satellite refer to the coordinates to which an Earth station must be
pointed in order to communicate with the satellite and are expressed in terms of azimuth and
elevation angles. In the case where an Earth station is within the footprint or coverage area of
a geostationary satellite, it can communicate with the satellite by simply pointing its antenna
towards it. The process of pointing the Earth station antenna accurately towards the satellite can
be accomplished if the azimuth and elevation angles of the Earth station location are known.
Also, the elevation angle, as we shall see in the following paragraphs, affects the slant range,
i.e. line of sight distance between the Earth station and the satellite.

In order to determine the look angles of a satellite, its precise location should be known.
The location of a satellite is very often determined by the position of the sub-satellite point.
The sub-satellite point is the location on the surface of the Earth that lies directly between the
satellite and the centre of the Earth. To an observer on the sub-satellite point, the satellite will
appear to be directly overhead (Figure 3.38).



108 Satellite Launch and In-orbit Operations

Figure 3.38 Sub-satellite point

3.7.1 Azimuth Angle

The azimuth angle A of an Earth station is defined as the angle produced by the line of
intersection of the local horizontal plane and the plane passing through the Earth station, the
satellite and the centre of the Earth with the true north (Figure 3.39). We can visualize that
this line of intersection between the two above-mentioned planes would be one of the many
possible tangents that can be drawn at the point of location of the Earth station. Depending
upon the location of the Earth station and the sub-satellite point, the azimuth angle can be
computed as follows:

Earth station in the northern hemisphere:

A = 180◦ − A′. when the Earth station is to the west of the satellite (3.19)

A = 180◦ + A′. when the Earth station is to the east of the satellite (3.20)
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Figure 3.39 Azimuth angle

Earth station in the southern hemisphere:

A = A′ . . . when the Earth station is to the west of the satellite (3.21)

A = 360◦ − A′ . . . when the Earth station is to the east of the satellite (3.22)

where A′ can be computed from

A′ = tan−1
(

tan |θs − θL|
sin θl

)
(3.23)

where
θs = satellite longitude
θL = Earth station longitude
θl = Earth station latitude

3.7.2 Elevation Angle

The Earth station elevation angle E is the angle between the line of intersection of the local
horizontal plane and the plane passing through the Earth station, the satellite and the centre of
the Earth with the line joining the Earth station and the satellite. Figures 3.40 (a) and (b) show
the elevation angles for two different satellite and Earth station positions. It can be computed
from

E = tan−1
[

r − R cos θl cos |θs − θL|
R sin{cos−1(cos θl cos |θs − θL|)}

]
− cos−1(cos θl cos |θs − θL|) (3.24)
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Figure 3.40 Earth station elevation angle
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where

r = orbital radius, R = Earth’s radius
θs = Satellite longitude, θL = Earth station longitude, θl = Earth station latitude

3.7.3 Computing the Slant Range

Slant range of a satellite is defined as the range or the distance of the satellite from the Earth
station. The elevation angle E, as mentioned earlier, has a direct bearing on the slant range. The
smaller the elevation angle of the Earth station, the larger is the slant range and the coverage
angle. Refer to Figure 3.41.

Figure 3.41 Elevation angle, slant range and coverage angle

The slant range can be computed from

Slant range D =
√

R2 + (R + H)2 − 2R(R + H) sin

[
E + sin−1

{(
R

R + H

)
cos E

}]

(3.25)

Coverage angle α = sin−1
{(

R

R + H

)
cos E

}
(3.26)

Where

R = radius of the Earth
E = angle of elevation
H = height of the satellite above the surface of the Earth

It is evident from the above expression that a zero angle of elevation leads to the maxi-
mum coverage angle. A larger slant range means a longer propagation delay time and a
greater impairment of signal quality, as the signal has to travel a greater distance through the
Earth’s atmosphere.
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3.7.4 Computing the Line-of-Sight Distance between Two Satellites

Refer to Figure 3.42. The line-of-sight distance between two satellites placed in the same
circular orbit can be computed from triangle ABC formed by the points of location of two
satellites and the centre of the Earth. The line-of-sight distance AB in this case is given by

AB = √
(AC2 + BC2 − 2 AC BC cos θ) (3.27)

Figure 3.42 Line-of-sight distance between two satellites

Note also that angle θ will be the angular separation of the longitudes of the two satellites. For
example, if the two satellites are located at 30◦E and 60◦E, θ would be equal to 30◦. If the two
locations are 30◦W and 60◦E, then in that case θ would be 90◦. The maximum line-of-sight
distance between these two satellites occurs when the satellites are placed so that the line
joining the two becomes tangent to the Earth’s surface, as shown in Figure 3.43.

In this the case, the maximum line-of-sight distance (AB) equals OA + OB, which further
equals 2OA or 2OB as OA = OB. If R is the radius of the Earth and H is the height of satellites
above the surface of the Earth, then

OA = AC sin β = (R + H) sin β (3.28)

Now

β = cos−1
(

R

R + H

)
(3.29)

Therefore

OA = (R + H) sin

[
cos−1

(
R

R + H

)]
(3.30)
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and

Maximum line-of-sight distance = 2(R + H) sin

[
cos−1

(
R

R + H

)]
(3.31)

Figure 3.43 Maximum line-of-sight distance between two satellites

Problem 3.7
Determine the maximum possible line-of-sight distance between two geostationary satel-
lites orbiting the Earth at a height of 36 000 km above the surface of the Earth. Assume
the radius of the Earth to be 6370 km.

Solution:
Maximum line-of-sight distance can be computed from

2(R + H) sin
[
cos−1

{
R

(R + H)

}]

where

R = Radius of Earth
H = Height of satellite above surface of Earth
Therefore, Maximum line-of-sight distance is given by:

2(6370 + 36 000) sin[cos−1{6370/(6370 + 36 000)}]
= 2(42 370) sin[cos−1{6370/42 370}] = 84 740 × 0.989 = 83 807.86 km

Problem 3.8
A satellite in the Intelsat-VI series is located at 37◦W and another belonging to the
Intelsat-VII series is located at 74◦E (Figure 3.44). If both these satellites are in a
circular equatorial geostationary orbit with an orbital radius of 42 164 km, determine the
inter-satellite distance.
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Figure 3.44 Figure for Problem 3.8

Solution: The inter-satellite distance can be computed from
√

(D2
1 + D2

2 − 2D1D2 cos �)

where

D1 = orbital radius of the first satellite
D2 = orbital radius of the second satellite
� = angle formed by two radii

D1 = D2 = 42 164 km and � = 37◦ + 74◦ = 111◦

Inter-satellite distance =
√[

(42 164)2 + (42 164)2 − (2 × 42 164 × 42 164 × cos 111◦)
]

=
√[

2 × (42 164)2(1 − cos 111◦)
]

= 69 486.27 km

Problem 3.9
An Earth station is located at 30◦W longitude and 60◦N latitude. Determine the Earth
station’s azimuth and elevation angles with respect to a geostationary satellite located at
50◦W longitude. The orbital radius is 42 164 km. (Assume the radius of the Earth to be
6378 km.)

Solution: Since the Earth station is in the northern hemisphere and is located towards
east of the satellite, the azimuth angle A is given by (180◦ + A′), where A′ can be computed
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from

A′ = tan−1
(

tan |�s − �L|
sin �l

)

where

�s = satellite longitude = 50◦W
�L = Earth station longitude = 30◦W
�l = Earth station latitude = 60◦N

Therefore

A′ = tan−1
(

tan 20◦

sin 60◦

)
= tan−1

(
0.364
0.866

)
= tan−1(0.42) = 22.8◦

and

A = 180◦ + 22.8◦ = 202.8◦

The Earth station elevation angle is given by

E = tan−1
[

r − R cos �l cos |�s − �L|
R sin{cos−1(cos �l cos |�s − �L|)}

]
− cos−1(cos �l cos |�s − �L|)

where

r = Satellite orbital radius
R= Earth′s radius

Substituting the values of various parameters gives

E = tan−1
[

42 164 − 6378 cos 60◦ cos 20◦

6378 sin{cos−1(cos 60◦ cos 20◦)}
]

− cos−1(cos 60◦ cos 20◦)

= tan−1
[

42 164 − 2998
6378 sin(cos−1 0.47)

]
− cos−1 0.47

= tan−1
(

39 166
5631

)
− 62◦

= 81.8◦ − 62◦ = 19.8◦

Therefore,

Azimuth = 202.8◦ and Elevation = 19.8◦

Problem 3.10
Consider two Earth stations, X and Y, with longitudes at 60◦W and 90◦W respectively
and latitudes at 30◦N and 45◦N respectively. They are communicating with each other
via a geostationary satellite located at 105◦W. Find the total delay in sending 500 kbs of
information if the transmission speed is 10 Mbps. Assume the orbital radius to be 42 164 km
and the radius of the Earth to be 6378 km.
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Solution: In the first step, the elevation angles of the two Earth stations are determined:

Earth station X latitude, �lX = 30◦ N

Earth station X longitude, �LX = 60◦ W

Satellite longitude, �s = 105◦ W

The elevation angle EX of the Earth station X is given by

EX = tan−1
[

r − R cos �lx cos |�s − �Lx|
R sin{cos−1(cos �lx cos |�s − �Lx|)}

]
− cos−1(cos �lx cos |�s − �Lx|)

where

r = Satellite orbital radius
R= Earth′s radius

EX = tan−1
[

42 164 − 6378 cos 30◦ cos 45◦

6378 sin{cos−1(cos 30◦ cos 45◦)}
]

− cos−1(cos 30◦ cos 45◦)

= tan−1
(

42 164 − 6378 × 0.612
6378 sin 52.3◦

)
− cos−1(0.612)

= tan−1
(

38260.66
5044.998

)
− 52.3◦ = 82.6◦ − 52.3◦ = 30.3◦

Earth station Y latitude, �lY = 45◦ N

Earth station Y longitude, �LY = 90◦ W

Satellite longitude, �s = 105◦ W

The elevation angle EY of the Earth station Y is given by

EY = tan−1
(

42 164 − 6378 cos 45◦ cos 15◦

6378 sin{cos−1(cos 45◦ cos 15◦)}
)

− cos−1(cos 45◦ cos 15◦)

= tan−1
(

37507.826
4656.174

)
− cos−1 0.683

= 82.92◦ − 46.92◦ = 36◦

In the next step, the slant range of the two Earth stations will be determined. Refer to
Figure 3.45. The slant range (dX) of the Earth station X can be computed from
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Figure 3.45 Figure for Problem 3.10

(dX)2 = R2 + (R + H)2 − 2R(R + H) sin
[
E + sin−1

{(
R

R + H

)
cos EX

}]

= (6378 × 103)2 + (42 164 × 103)2 − 2 × 6378 × 103 × 42 164 × 103

× sin

[
30.3◦ + sin−1

{(
6378 × 103

42 164 × 103

)
cos 30.3◦

}]

= 40 678 884 × 106 + 1 777 802 896 × 106 − 537 843 984 × 106 × sin 37.8◦

= 1 488 783 418 × 106

This gives

dX = √
1 488 783 418 × 106 = 38 584.76 km

The Slant range dY for the Earth station Y can computed from

(dY)2 = R2 + (R + H)2 − 2R(R + H) sin
[
E + sin−1

{(
R

R + H

)
cos EY

}]

= (6378 × 103)2 + (42 164 × 103)2 − 2 × 6378 × 103 × 42 164 × 103

× sin

[
36◦ + sin−1

{(
6378 × 103

42 164 × 103

)
cos 36◦

}]

= 40 678 884 × 106 + 1 777 802 896 × 106 − 537 843 984 × 106 × sin 43◦

= 1 451 672 183 × 106
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This gives

dY = √
1 451 672 183 × 106 = 38 100.8 km

Total range to be covered = 38 584.76 + 38 100.8 = 76 685.56 km

Propagation delay = (76 685.56 × 103/3 × 108) = 255.62 ms

The time required to transmit 500 kbps of information at a transmission speed of 10 Mbps
is given by

500 000
107

= 50 ms

Total delay = 255.62 + 50 = 305.62 ms

Problem 3.11
Two geostationary satellites, A and B, moving in an orbit of 42 164 km radius are stationed
at 85◦W and 25◦W longitudes, as shown in Figure 3.46. The two satellites have slant
ranges of 38 000 km and 36 000 km from a common Earth station. Determine the angular
separation of the two satellites as viewed by the Earth station. Also find the intersatellite
separation in orbit.

Figure 3.46 Figure for Problem 3.11

Solution: If d is the inter-satellite distance between the two satellites, then

d2 = d2
A + d2

B − 2dAdB cos �

where

� = Angular separation between the two satellites
dA = Slant range of Satellite A
dB = Slant range of Satellite B
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Also,

d2 = r2 + r2 − 2r2 cosˇ = 2r2(1 − cosˇ)

where

r = Satellite orbital radius
ˇ= Longitudinal difference between the two satellites

This gives

d2
A + d2

B − 2dAdB cos � = 2r2(1 − cosˇ)

or

� = cos−1

[
d2

A + d2
B − 2r2(1 − cosˇ)

2dAdB

]

Substituting these values gives

� = cos−1

[
(38 000)2 + (36 000)2 − 2 × (42 164)2(1 − cos 60◦)

2 × 38 000 × 36 000

]

= cos−1

(
1444 × 106 + 1296 × 106 − 1777.8 × 106

2736 × 106

)

= cos−1
(

962.2
2736

)
= 69.4◦

The intersatellite distance can be computed from

d =
√[

2r2(1 − cosˇ)
]

= 1.414 × r
√

(1 − cos 60◦) = 1.414 × 42 164
√

0.5 = 42 164 km

Angular separation = 69.4◦

Inter-satellite distance = 42 164 km

3.8 Earth Coverage and Ground Tracks

Earth coverage, also known as the ‘footprint’, is the surface area of the Earth that can possibly
be covered by a given satellite. In the discussion to follow, the effect of satellite altitude on
Earth coverage provided by the satellite will be examined. Ground track is the path followed
by the sub-satellite point. The effects of altitude of the satellite and its latitude on ground track
are also discussed.

3.8.1 Satellite Altitude and the Earth Coverage Area

Refer to Figure 3.47. It is evident that the coverage area increases with the height of the satellite
above the surface of the Earth. It varies from something like 1.5 % of the Earth’s surface area
for a low Earth satellite orbit at 200 km to about 43 % of the Earth’s surface area for a satellite
at a geostationary height of 36 000 km. Table 3.1 shows the variation of coverage area as a
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Figure 3.47 Satellite altitude and Earth coverage area

Table 3.1 Variation of the coverage area as a function of the satellite altitude

Satellite altitude (km) Coverage area (% of Earth’s surface area)

200 1.5
300 2.0
400 2.5
500 3.0
600 3.5
700 4.5
800 5.5
900 6.0

1 000 7.0
2 000 12.0
4 000 18.5
5 000 21.5
6 000 24.0
7 000 26.0
8 000 27.5
9 000 29.0

10 000 30.0
15 000 35.0
20 000 37.5
25 000 40.0
30 000 41.5
36 000 43.0

function of the satellite altitude. It can be seen from the table that the increase in coverage area
with an increase in altitude is steeper in the beginning than it is as the altitude increases beyond
10 000 km. The coverage angle, from Equation (3.26), can be computed from

Coverage angle α = sin−1
{(

R

R + H

)
cos E

}

For maximum possible coverage, E = 0◦. The expression reduces to

Coverage angle α = sin−1
(

R

R + H

)
(3.32)
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The full coverage angle α can be computed to be approximately 150◦ for a satellite at 200 km
and 17◦ for a satellite at a geostationary height of 36 000 km. Table 3.2 shows the variation of
the full coverage angle as a function of the satellite altitude

Table 3.2 Variation of the full coverage angle as a
function of the satellite altitude
Satellite altitude (km) Full Coverage angle (deg)

200 150
300 144
400 138
500 134
600 130
700 126
800 124
900 120

1 000 118
2 000 100
4 000 76
5 000 68
6 000 60
7 000 56
8 000 52
9 000 48

10 000 44
15 000 32
20 000 26
25 000 22
30 000 18
36 000 17

3.8.2 Satellite Ground Tracks

The ground track of an orbiting satellite is the path followed by the sub-satellite point, i.e.
the point formed by the projection of the line joining the orbiting satellite with the centre of
the Earth on the surface of the Earth (Figure 3.48). If the Earth were not rotating, the ground
track would simply be the circumference of the great circle formed by the bisection of the
Earth with the orbital plane of the satellite. In reality, however, the Earth does rotate, with the
result that the ground track gets modified from what it would be in the hypothetical case of a
non-rotating Earth.

Two factors that influence the ground track due to Earth’s rotation include the altitude of the
satellite, which in turn determines the satellite’s angular velocity, and the latitude at which the
satellite is located, which determines the component of the Earth’s rotation applicable at that
point. In simple words, if we know the ground track that would have been there had the Earth
been static, modification to this track at any given point in the satellite orbit would depend on
the satellite altitude at that point and also on the latitude of that point.
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Figure 3.48 Satellite ground tracks

3.8.2.1 Effect of Altitude

The higher the altitude of the satellite, the smaller is the angular velocity and the greater will be
the displacement of the ground track towards the west due to the Earth’s rotation (Figure 3.49).
In the case of circular orbits, the ground track of the satellite at a higher altitude will shift more
than that of the satellite in a lower altitude orbit. In the case of eccentric orbits, the shift in the
ground track is much less around the perigee point for the same reasons.

3.8.2.2 Effect of Latitude

The Earth’s relative rotation rate decreases with an increase in latitude, becoming zero at the
poles. As a consequence, the shift in the ground track reduces as the latitudes over which the
satellite moves increase. In fact, the shift in the ground track is zero at the poles. Another
point worth mentioning here is that in the case of a satellite in a prograde orbit, the ground
track intersects increasingly westerly meridians. In the case of satellites in a prograde orbit,
the ground track intersects increasingly westerly meridians when the satellite’s angular speed
is less than the rotational rate of Earth and increasingly easterly meridians when it is more than
the Earth’s rotation rate.

3.8.3 Orbit Inclination and Latitude Coverage

The northern and southern latitudes of the terrestrial segment covered by the satellite’s ground
track depend upon the satellite orbit inclination. The zone from the extreme northern latitude
to the extreme southern latitude, which is symmetrical about the equator, is called the latitude
coverage. Figure 3.50 illustrates the extent of latitude coverage for different inclinations.
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Figure 3.49 Effect of satellite altitude on the ground track

Figure 3.50 Effect of satellite orbital inclination on the latitude coverage

It can be seen that the latitude coverage is 100 % only in the case of polar orbits. The higher
the orbit inclination, the greater is the latitude coverage. This also explains why an equatorial
orbit is not useful for higher latitude regions and also why a highly inclined Molniya orbit is
more suitable for the territories of Russia and other republics of the former USSR.
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Problem 3.12
Determine the theoretical maximum area of the Earth’s surface that would be in view from
a geostationary satellite orbiting at a height of 35 786 km from the surface of the Earth.
Also determine the area in view for a minimum elevation angle of 10◦. (Assume that the
radius of the Earth is 6378 km.)

Solution: Refer to Figure 3.51. For the maximum possible coverage angle, the elevation
angle E must be 0◦. In that case the coverage angle ˛ is given by

Coverage angle ˛ = sin−1
[(

R

R + H

)
cosE

]
= sin−1

(
R

R + H

)

where

R= Earth’s radius
H= Height of the satellite above the Earth’s surface

Figure 3.51 Figure for Problem 3.12

Thus

˛ = sin−1
(

6378
42 164

)
= 8.7◦

This gives

� = 90◦ − ˛− E = 90◦ − 8.7◦ = 81.3◦

In the right-angled triangle OAC, OC = OA × sin 8.7◦, (Angle OAC = 8.7◦) and OC =
6378 × 0.151 = 963.1 km. From the geometry, the covered surface area is given by

2�R(6378 − 963.1) = 2� × 6378 × 5414.9 = 216 997 546.7 km2
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For E = 10◦,

˛ = sin−1
[(

R

R + H

)
cosE

]
= sin−1

[(
6378

42 164

)
cos 10◦

]
= 8.57◦

This gives

� = 90◦ − 8.57◦ − 10◦ = 71.43◦

The new value of OC is

6378 sin 18.57◦ = 2028.2 km

Covered area = 2�R(6378 − 2028.2) = 2� × 6378 × 4349.8 = 174 314 563.3 km2

Problem 3.13
A satellite is orbiting the Earth in a low Earth orbit inclined at 30◦ to the equatorial plane.
Determine the extreme northern and southern latitudes swept by its ground track.

Solution:
The extreme latitudes covered in northern and southern hemispheres are the same as
orbit inclination.
Therefore, extreme northern latitude covered = 30◦N
Extreme southern latitude covered = 30◦S
In fact, the ground track would sweep all latitudes between 30◦N and 30◦S.
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Glossary
Azimuth angle – Earth station: The azimuth angle of an Earth station is the angle produced by the line
of intersection of the local horizontal plane and the plane passing through the satellite, Earth station and
centre of the Earth with the true north
De-spun Antenna: An antenna system placed on a platform that is spun in a direction opposite to the
direction of spin of the satellite body. This ensures a constant pointing direction for the satellite antenna
system
Earth coverage: Surface area of the Earth that can possibly be covered by a satellite
Eclipse: An eclipse is said to occur when sunlight fails to reach the satellite’s solar panel due to an
obstruction from a celestial body. The major and most frequent source of an eclipse is due to the satellite
coming in the shadow of Earth, known as the solar eclipse. Another type of eclipse known as the lunar
eclipse occurs when the moon’s shadow passes across the satellite
Elevation angle – Earth station: The elevation angle of an Earth station is the angle produced by the
line of intersection of the local horizontal plane and the plane passing through the satellite, Earth station
and centre of the Earth with the line joining the Earth station and the satellite
Footprint: Same as Earth coverage
Ground track: This is an imaginary line formed by the locus of the lowest point on the surface of the
Earth. The lowest point is the point formed by the projection of the line joining the satellite with the
centre of the Earth on the surface of the Earth
Slant range: The line-of-sight distance between the satellite and the Earth station
Spin stabilization: A technique for stabilizing the attitude of a satellite in which the satellite body is
spun around an axis perpendicular to the orbital plane. Like a spinning top, the spinning satellite body
offers inertial stiffness, thus preventing the satellite from drifting from its desired orientation
Station keeping: Station keeping is the process of maintenance of the satellite’s attitude against different
factors that cause temporal drift
Three-axis stabilization: Also known as body stabilization, a technique for stabilizing the attitude of a
satellite in which stabilization is achieved by controlling the movement of the satellite along the three
axes, i.e. yaw, pitch and roll, with respect to a reference
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In the two previous chapters, i.e. Chapters 2 and 3, the fundamental issues relating to the
operational principle of satellites, the dynamics of the satellite orbits, the launch procedures
and various in-orbit operations have been addressed. Having studied at length how a satellite
functions and before getting on to application-related aspects of it, in the present chapter a
closer look will be taken at what a typical satellite comprises, irrespective of its intended
application. Different subsystems making up a typical satellite will be briefly - discussed and
issues like the major function performed by each one of these subsystems along with a brief
consideration of their operational aspects, will be addressed.

4.1 Satellite Subsystems

Irrespective of the intended application, be it a communications satellite or a weather fore-
casting satellite or even a remote sensing satellite, different subsystems comprising a typical
satellite include the following:

1. Mechanical structure
2. Propulsion subsystem
3. Thermal control subsystem
4. Power supply subsystem
5. Telemetry, tracking and command (TT&C) subsystem
6. Attitude and orbit control subsystem
7. Payload subsystem
8. Antenna subsystem

1. The mechanical structural subsystem provides the framework for mounting other subsys-
tems of the satellite and also an interface between the satellite and the launch vehicle.

2. The propulsion subsystem is used to provide the thrusts required to impart the necessary
velocity changes to execute all the manoeuvres during the lifetime of the satellite. This
would include major manoeuvres required to move the satellite from its transfer orbit to the
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geostationary orbit in the case of geostationary satellites and also the smaller manoeuvres
needed throughout the lifespan of the satellite, such as those required for station keeping.

3. The thermal control subsystem is essential to maintain the satellite platform within its
operating temperature limits for the type of equipment on board the satellite. It also ensures
the desirable temperature distribution throughout the satellite structure, which is essential
to retain dimensional stability and maintain the alignment of certain critical equipments.

4. The primary function of the power supply subsystem is to collect the solar energy, transform
it to electrical power with the help of arrays of solar cells and distribute electrical power to
other components and subsystems of the satellite. In addition, the satellite also has batteries,
which provide standby electrical power during eclipse periods, during other emergency
situations and also during the launch phase of the satellite when the solar arrays are not yet
functional.

5. The telemetry, tracking and command (TT&C) subsystem monitors and controls the satellite
right from the lift-off stage to the end of its operational life in space. The tracking part of
the subsystem determines the position of the spacecraft and follows its travel using angle,
range and velocity information. The telemetry part gathers information on the health of
various subsystems of the satellite, encodes this information and then transmits the same.
The command element receives and executes remote control commands to effect changes
to the platform functions, configuration, position and velocity.

6. The attitude and orbit control subsystem performs two primary functions. It controls the
orbital path, which is required to ensure that the satellite is in the correct location in space to
provide the intended services. It also provides attitude control, which is essential to prevent
the satellite from tumbling in space and also to ensure that the antennae remain pointed at
a fixed point on the Earth’s surface.

7. The payload subsystem is that part of the satellite that carries the desired instrumentation
required for performing its intended function and is therefore the most important subsystem
of any satellite. The nature of the payload on any satellite depends upon its mission. The
basic payload in the case of a communication satellite is the transponder, which acts as
a receiver, an amplifier and a transmitter. In the case of a weather forecasting satellite, a
radiometer is the most important payload. High resolution cameras, multispectral scanners
and thematic mappers are the main payloads on board a remote sensing satellite. Scientific
satellites have a variety of payloads depending upon the mission. These include telescopes,
spectrographs, plasma detectors, magnetometers, spectrometers and so on.

8. Antennas are used for both receiving signals from ground stations as well as for transmitting
signals towards them. There are a variety of antennas available for use on board a satellite.
The final choice depends mainly upon the frequency of operation and required gain. Typical
antenna types used on satellites include horn antennas, centre-fed and offset-fed parabolic
reflectors and lens antennas.

4.2 Mechanical Structure

The mechanical structure weighs between 7 and 10 % of the total mass of the satellite at launch.
It performs three main functions namely:

1. It links the satellite to the launcher and thus acts as an interface between the two.
2. It acts as a support for all the electronic equipments carried by the satellite.
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3. It serves as a protective screen against energetic radiation, dust and micrometeorites in
space.

The mechanical structure that holds the satellite and links it to the launcher is very important.
Some of the important design considerations that need to be addressed while designing the
mechanical structure of the satellite are briefly described in the following paragraphs.

4.2.1 Design Considerations

1. The cost of launching a satellite is a function of its mass. As a result of this, the cost of
launching one is very high, more so in the case of a geostationary satellite. One of the most
basic requirements is therefore lightness of its mechanical structure. All efforts are therefore
made to reduce the structural mass of the satellite to the minimum. This is achieved by using
materials that are light yet very strong. Some of the materials used in the structure include
aluminium alloys, magnesium, titanium, beryllium, Kevlar fibres and more commonly the
composite materials. All these materials are characterized by high strength and stiffness
and yet low weight and low density. In addition to the lightness of the structure, the choice
of material is also governed by many other material properties. The design of the structural
subsystem relies heavily on the results of a large number of computer simulations where the
structural design is subjected to stresses and strains similar to those likely to be encountered
by the satellite during the mission.

2. The structural subsystem design should be such that it can withstand mechanical accelera-
tions and vibrations, which are particularly severe during the launch phase. Therefore the
material should be such that it can dampen vibrations.

3. The satellite structure is subjected to thermal cycles throughout its lifetime. It is subjected
to large differences in temperature as the sun is periodically eclipsed by Earth. The temper-
atures are typically several hundred degrees Celsius on the side facing the sun and several
tens of degrees below zero degrees Celsius on the shaded side. Designers keep this in mind
while choosing material for the structural subsystem.

4. The space environment generates many other potentially dangerous effects. The satellite
must be protected from collision with micrometeorites, space junk and charged particles
floating in space. The material used to cover the outside of a satellite should also be resistant
to puncture by these fast travelling particles.

5. The structural subsystem also plays an important role in ensuring reliable operation in space
of certain processes such as separation of the satellite from the launcher, deployment and
orientation of solar panels, precise pointing of satellite antennae, operation of rotating parts
and so on.

4.2.2 Typical Structure

Figure 4.1 shows a photograph of Intelsat-5 telecommunications satellite. The structure itself
weighs 140 kg only, though the total mass of the satellite is greater than 1000 kg. It consists of
carbon fibre tubing and honeycomb panels, as illustrated in Figure 4.2. The cellular structure
made up of aluminium is sandwiched between two layers of carbon.
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Figure 4.1 Photograph of Intelsat-5 satellite (Reproduced by permission of c© Intelsat)

Figure 4.2 Carbon fibre tubing and honeycomb panels used in the Intelsat-5 satellite structure

4.3 Propulsion Subsystem

As briefly mentioned earlier, the propulsion subsystem is used to provide the thrusts re-
quired to impart the necessary velocity changes to execute all the manoeuvres during the
lifetime of the satellite. This would include major manoeuvres required to move the satel-
lite from its transfer orbit to the geostationary orbit in the case of geostationary satel-
lites and also the smaller station-keeping manoeuvres needed throughout the lifespan of the
satellite.

It will be seen in the following paragraphs that most of the onboard fuel, about 95 %, is
required for east–west or longitudinal station-keeping manoeuvres and only about 5 % of the
fuel is required for north–south or latitudinal manoeuvres. A small quantity of fuel is retained
for the end of the satellite’s life so that it can be moved out of the orbit by a few kilometres at
the end of its lifespan.
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4.3.1 Basic Principle

The propulsion system works on the principle of Newton’s third law, according to which ‘for
every action, there is an equal and opposite reaction’. The propulsion system uses the principle
of expelling mass at some velocity in one direction to produce thrust in the opposite direction.
In the case of solid and liquid propulsion systems, ejection of mass at a high speed involves the
generation of a high pressure gas by high temperature decomposition of propellants. The high
pressure gas is then accelerated to supersonic velocities in a diverging–converging nozzle. In
the case of ion propulsion, thrust is produced by accelerating charged plasma of an ionized
elemental gas such as xenon in a highly intense electrical field.

4.3.2 Types of Propulsion System

Depending upon the type of propellant used and the mechanism used to produce the required
thrust, there are three types of propulsion systems in use. These are:

1. Solid fuel propulsion
2. Liquid fuel propulsion
3. Electric and ion propulsion

Irrespective of the type, the performance of a propulsion system is measured by two parameters,
namely the thrust force and the specific impulse. Thrust force is measured in newton or pounds
(force). Specific impulse (Isp) is defined as the impulse that is the product of thrust force and
time, imparted during a time (dt) by unit weight of the propellant consumed during this time.
In mathematical terms,

Isp = F dt

g dM
= F

g (dM/dt)
(4.1)

where

F = thrust force
dM = mass of the propellant consumed in time dt

g = acceleration due to gravity = 9.807 m/s2

The term g(dM/dt) in the above expression is simply the rate at which the propellant weight
is consumed. Specific impulse can thus also be defined as the thrust force produced per unit
weight of the propellant consumed per second.

Thrust force F produced when a mass dM is ejected at a velocity v with respect to the satellite
can be computed from the velocity increment dv it imparts to the satellite of mass M using the
law of conservation of momentum. According to the law of conservation of momentum,

M dv = v dM (4.2)

which can also be written as

M dv

dt
= v dM

dt
= F (4.3)
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Substituting the value of F given in equation 4.3 in equation 4.1, we get

Isp = v

g
(4.4)

which confirms how the specific impulse is expressed in seconds.
Specific impulse is also sometimes expressed in Newton-seconds/kg or lb (force)-seconds/lb

(mass). The three are interrelated as

Isp(in seconds) = Isp[in lb (force)-seconds/lb (mass)] = Isp(Newton-seconds/kg)

9.807
(4.5)

The significance of specific impulse lies in the fact that it describes the mass of the propellant
necessary to provide a certain velocity increment to the satellite of a known initial mass. Either
of the following expressions can be used for the purpose:

m = Mi

[
1 − exp

(−�v

gIsp

)]
(4.6)

m = Mf

[
exp

(
�v

gIsp

)
− 1

]
(4.7)

where Mi = Mf + m. Here, Mi is the initial mass of the propellant, Mf the final mass of the
propellant and m the mass of the propellant necessary to provide a velocity increment �v.
Also,

�v = v log

(
Mi

Mf

)
(4.8)

Another relevant parameter of interest is the time of operation T of the thrust force F . Quite
obviously, from equation 4.1, we can write

T = gmIsp

F
(4.9)

which means that when a mass m of a propellant with a specific impulse specification Isp is
consumed to produce a thrust force F , then the operational time is given by the ratio of the
product of specific impulse and weight of propellant consumed to the thrust force produced.

4.3.2.1 Solid Fuel Propulsion

Figure 4.3 shows the cross-section of a typical solid fuel rocket motor. The system comprises
a case usually made of titanium, at the exit of which is attached a nozzle assembly made of
carbon composites. High strength fibres have also been used as the case material. The case
is filled with a relatively hard, rubbery, combustible mixture of fuel, oxidizer and binder. The
combustible mixture is ignited by a pyrotechnic device in the motor case referred to as an
igniter, as shown in the figure. Two igniters are usually employed in order to have redundancy.
The combustible mixture when ignited burns very rapidly, producing an intense thrust, which
could be as high as 106 N. This type of rocket motor produces a specific impulse of about 300
seconds. Because of high magnitudes of thrust force and specific impulse, a solid fuel rocket
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Figure 4.3 Cross-section of a typical solid fuel rocket motor

motor is particularly suitable for major orbital manoeuvres such as apogee or perigee kick
operations. Either a single solid motor can be integrated into the spacecraft, in which case the
empty case remains within the spacecraft throughout its lifetime, or it can be attached to the
bottom of the spacecraft and discarded after use.

Although a bipropellant liquid fuel rocket motor, to be described in the following paragraphs,
also produces thrust force and specific impulse of the same order as the solid fuel rocket motor
and is widely used on geostationary satellites for executing major orbital manoeuvres, the solid
rocket motor continues to be used for the same purpose due to its simplicity and efficiency.

4.3.2.2 Liquid Propulsion

Liquid propellant motors can be further classified as monopropellant motors and bipropellant
motors. Monopropellant motors use a single combustible propellant like hydrazine, which on
contact with a catalyst decomposes into its constituents. The decomposition process releases
energy, resulting in a high pressure gas at the nozzle. Figure 4.4 shows the cross-section of a
typical monopropellant liquid fuel motor.

The specific impulse of a typical monopropellant motor is 200 seconds and the thrust gen-
erated is in the range of 0.05 to 0.25 N. These motors are used in relatively smaller orbital

Figure 4.4 Cross-section of a typical monopropellant liquid fuel motor
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Figure 4.5 Cross-sectional view of a bipropellant liquid fuel motor

manoeuvres such as station-keeping manoeuvres, where low levels of thrust are required.
Propulsion systems of this type have been used on the GEOS, SPOT, ERS and Helios families
of satellites.

The performance, in terms of thrust produced, of a monopropellant can be achieved by
using an electrically heated thruster (EHT) in which the propellant is heated using an electrical
winding. A bipropellant liquid fuel propulsion system uses a separate fuel and oxidizer. The fuel
and the oxidizer are stored in separate tanks and are brought together only in the combustion
chamber. Figure 4.5 shows a simplified cross-sectional view of a bipropellant thruster. Having
separate fuel and oxidizer tanks produces a greater thrust for the same weight of fuel. This
allows a bipropellant system to yield a longer life. Conversely, it saves on fuel for a given life.
Some of the commonly used fuel–oxidizer combinations include kerosene–liquid oxygen,
liquid hydrogen–oxygen and hydrazine or its derivatives–nitrogen tetraoxide. The specific
impulse can be as high as 300 to 400 seconds and the thrust produced can go up to 106 N.
These systems are particularly suited to major orbital changes requiring large amounts of
thrust.

Figure 4.6 shows the bipropellant propulsion system used on board the ETS-VIII (engi-
neering test satellite) satellite. The fuel–oxidiser combination used is MMH (mono-methyl
hydrazine) and MON-3 (mixed oxides of nitrogen). The system is capable of producing both
the apogee impulse (a thrust of 500 N) and the orbital and attitude control impulses (thrust
levels of 20 N).

Earlier satellites had independent propulsion systems for various thrust requirements such
as one for apogee injection, another for orbit control and yet another for attitude control. A
recent trend is to have a common propellant tank system for producing multiple thrusts. Such a
system is called a unified propulsion system (UPS). One such UPS from EADS space company
is used on the Meteosat satellite. It feeds two liquid apogee engines of 400 N thrust each and
six relatively smaller thrusters of 10 N each.

4.3.2.3 Electric and Ion Propulsion

All electrical propulsion systems use electrical power derived from the solar panels to provide
most of the thrust. Some of the common names include ARCJET propulsion, pulsed plasma
thruster (PPT), Hall thruster and Ion propulsion.

The ARCJET thruster produces a high energy exhaust plume by electrical heating (using
electrical power in the range of 1 to 20 kW) of ammonia used as fuel. It uses a nozzle to control
the plume. It is capable of producing specific impulse in the range 500 to 800 seconds and a
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Figure 4.6 Bipropellant propulsion system used on board ETS-VIII Satellite (Provided by the Japan
Aerospace Exploration Agency (JAXA))

thrust that is an order of magnitude smaller than that produced by a monopropellant hydrazine
liquid thruster.

The pulsed plasma thruster (PPT) uses a Teflon propellant and an electrical power in the
range of 100 to 200 watts. The magnitude of thrust produced in this case is much smaller than
even the ARCJET thruster and is three orders of magnitude smaller than that produced by a
monopropellant hydrazine liquid thruster. The magnitude of thrust can be adjusted by varying
the pulse rate. This type of thruster is capable of producing a specific impulse in excess of
1000 seconds.

The Hall thruster supports an electric discharge between two electrodes placed in a low
pressure propellant gas. A radial magnetic field generates an electric current due to the Hall
effect. The electric current interacts with the magnetic field to produce a force on the propellant
gas in the downstream direction. This type of thruster was developed in Russia and is capable
of producing a thrust magnitude of the order of 1600 seconds.

In the case of ion propulsion, thrust is produced by accelerating charged plasma of an ionized
elemental gas such as xenon in a highly intense electrical field. It carries very little fuel and in
turn relies on acceleration of charged plasma to a high velocity. The ion thruster is capable of
producing a specific impulse of the order of 3000 seconds at an electrical power of about 1 kW.
Thrust magnitude is quite low, which necessitates that the thruster is operated over extended
periods of time to achieve the required velocity increments.
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Figure 4.7 Basic arrangement of an ion thruster

Figure 4.7 shows the basic arrangement of an ion thruster, which is self-explanatory. A
high value of specific impulse coupled with low thrust magnitude makes it ideally suited to
attitude control and station-keeping operations. As a result, this type of thruster is increasingly
popular with geostationary satellites where station-keeping requirements remain throughout
the lifetime of the satellite. Such a thruster can lead to large savings of the station-keeping
fuel.

The ion thruster was first flown aboard PanAmSat-5 (Pan American satellite), launched
successfully in 1997. Another popular and proven ion propulsion system is the RITA (radio
frequency ion thruster assembly) propulsion system (Figure 4.8). Some of the salient features
of the RITA propulsion system include a specific impulse in the range of 3000 to 5000 seconds,
adjustable thrust from 15 to 135 %, operating life of greater than 20 000 hours and 85 % less
propellant requirement than bipropellant liquid thrusters. These attributes enable the RITA
thruster to provide a significant saving in the satellite’s propulsion mass and volume, which
in turn can be used for more payload and/or a reduced launch cost. For instance, a 4100 kg
spacecraft in a geostationary orbit and having a lifetime of 15 years would save about 574 kg
in propellant mass by using RITA-type ion thruster rather than using solid and liquid fuel
propellants.

The RITA ion thruster has been used successfully onboard ARTEMIS (advanced relay
technology mission satellite), a European Space Agency’s geostationary telecommunica-
tions satellite launched in July 2001 with the primary objective of testing new technologies.
Although RITA was used onboard ARTEMIS (Figure 4.9) as an experimental propulsion
system to control the orbital drift perpendicular to the satellite’s orbital plane, it was also
successfully used to take the satellite from a circular orbit having an altitude of 31 000 km to
the final geostationary orbit having an altitude of around 36 000 km. This 5000 km increase
in orbit height was achieved with a thrust magnitude of 0.015 N, realizing an orbital height
increment of 15 km per day.

Ion thrusters particularly suit station-keeping and attitude control operations though they
can be used for orbital transfers between the LEO, MEO and GEO. Compared to classi-
cal propellants, ion thrusters do not pollute the space environment as they are driven by
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Figure 4.8 RITA ion propulsion system (Reproduced by permission of © ESA)

environmentally friendly xenon gas. Minimal fuel consumption and long life make them ideally
suited for research flights as well as deep space missions.

Problem 4.1
The propulsion system of a certain satellite uses a propellant with a specific impulse of
250 seconds. Compute the ejection velocity of the propellant mass.

Solution:

Specific impulse, Isp = �/g

Therefore, � = Isp × g = 250 × 9.807 = 2451.75 m/s

Problem 4.2
Given that an Intelsat-6 series satellite with an initial mass of 4330 kg uses a bipropellant
liquid propulsion system having a specific impulse specification of 290 seconds. Calculate
the mass of the propellant necessary to be burnt to provide a velocity increment of 100 m/s
to carry out a certain orbit inclination correction manoeuvre.
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Figure 4.9 ARTEMIS satellite (Reproduced by permission of © ESA-J. Huart)

Solution:
m = Mi

[
1 − exp

(−�v
gIsp

)]

where the terms have their usual meaning. Substituting for various parameters gives

m = 4330 ×
[
1 − exp

( −100
9.807 × 290

)]

= 150 kg

Problem 4.3
A satellite has an initial mass of 2950 kg. Calculate the mass of the propellant that would
be consumed to produce a thrust of 450 N for a time period of 10 seconds, given that the
propellant used has a specific impulse parameter of 300 seconds.

Solution:

From the definition of specific impulse, Isp = F × T

m× g

Therefore, m = F × T

Isp × g
= (450 × 10)/(300 × 9.807) = 1.53 kg

4.4 Thermal Control Subsystem

The primary objective of the thermal control subsystem is to ensure that each and every subsys-
tem on board the satellite is not subjected to a temperature that falls outside its safe operating
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temperature range. Different pieces of equipment may have different normal operating tem-
perature ranges. As an illustration, the majority of electronic equipment has an operating tem-
perature range of −20 ◦C to +55 ◦C, the batteries used on board the satellite usually have an
operating temperature range of 0 ◦C to +30 − 40 ◦C, the solar cells have a relatively much
wider permissible operating temperature range of −190 ◦C to +60 ◦C and energy dissipat-
ing components such as power amplifiers have an operational temperature limits of −10 ◦C
to +80 ◦C. The thermal control system maintains the satellite platform within its operating
temperature limits for the type of equipment on board. The thermal control subsystem also en-
sures the desired temperature distribution throughout the satellite structure, which is essential
to retain dimensional stability and to maintain the alignment of certain critical equipment.

4.4.1 Sources of Thermal Inequilibrium

In the following paragraphs, the sources that produce temperature variations on the satellite
platform will be discussed. There are both internal and external sources that cause changes in
the temperature.

There are fundamentally three sources of radiation external to the spacecraft. The first and
the foremost is the radiation from the sun. The sun is equivalent to a perfect black body
radiating at an absolute temperature of 5760 K. About 40 % of this radiant energy is in the
visible spectrum and about 50 % of it is in the infrared (IR). This radiant energy produces a
flux of about 1370 W/m2 at the Earth’s orbit. Earth and its atmosphere constitute the second
source of radiation. Earth along with its atmosphere also acts like a black body radiating at
250 K. This radiation is predominantly in the infrared and produces a radiant flux of about
150 W/m2 in the low Earth satellite orbits. However, flux due to this radiation at geostationary
orbit is negligible. The third source is the space itself, which acts like a thermal sink at 0 K.

Internal to the satellite platform, there are a large number of sources of heat generation as
no piece of equipment is 100 % efficient. For example, a TWT (travelling wave tube) amplifier
with a typical power rating of 200 to 250 watts may have an efficiency of about 40 %, thus
dissipating heat power to the tune of 150 watts per amplifier.

4.4.2 Mechanism of Heat Transfer

In order to ensure that each and every subsystem on board the satellite operates within its
prescribed temperature limits, there is a need to have some mechanism of heat transfer to and
from these subsystems. There are three modes of heat transfer that can be used to remove heat
from or add heat to a system. These are conduction (mechanism of heat transfer through a
solid), convection (mechanism of heat transfer through a fluid) and radiation (mechanism of
heat transfer through vacuum).

On Earth, convection is the dominant mode of heat transfer. Here, heat transfer through
radiation is often not significant. Radiation is, however, the dominant mode of heat transfer in
space. The convection mode of heat transfer does exists on the satellite platform to a lesser
extent, where it is used to redistribute heat rather then remove or add any. On a satellite platform,
all heat removal or addition must therefore be done through radiation.
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4.4.3 Types of Thermal Control

Thermal control systems are either passive or active. Passive techniques include having multi-
layer insulation surfaces, which either absorb or reflect radiation that is produced internally or
generated by an external source. They have no moving parts or electrical power input. These
techniques include a good layout plan for the equipment, careful selection of materials for
structure, use of thermal blankets, coatings, reflectors, insulators, heat sinks and so on.

It may be mentioned here that the external conditions are widely different when the satellite
is facing the sun than they would be during the eclipse periods. Also, some satellites will
always be in an orbit where one side of their body is always facing the sun and the other
side is facing the colder side of space. In order to achieve thermal regulation, the satellite is
shaded as much as possible from changes of radiation from the sun by using highly reflective
coatings and other forms of thermal insulation called thermal blanketing. Thermal blankets are
usually golden in colour (gold is a good IR reflector) and are used to shade the satellite from
excessive heating due to sunlight or to retain internal satellite heat to prevent too much cooling.
The photograph shown in Figure 4.10 shows thermal blanketing on the FUSE (far ultraviolet

Figure 4.10 Thermal blanketing on FUSE satellite (Courtesy: NASA / FUSE Project at JHU)
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spectroscopic explorer) satellite. Optical solar reflectors are also used on some satellites for
the same purpose.

Active techniques are usually employed to cope with sudden changes in temperature of
relatively larger magnitude such as those encountered during an eclipse when the temperature
falls considerably. Active systems include remote heat pipes, controlled heaters and mechanical
refrigerators. The heaters and refrigerators are controlled either by sensors on board or activated
by ground commands.

Heat pipes are highly effective in transferring heat from one location to another. A typical
heat pipe of spacecraft quality has an effective thermal conductivity several thousand times
that of copper. Heat pipes in fact are a fundamental aspect of satellite thermal and structural
subsystem design, for in the space environment radiation and conduction are the sole means
of heat transfer. Wherever possible, heat producing components such as power amplifiers are
mounted on the inner side of the outside wall. The excess heat is transferred to the outside
through the thermally conducting heat pipes.

A heat pipe consists of a hermetically sealed tube whose inner surface has a wicking profile.
The tube can be of any size or length and can be made to go around corners and bends. The
tube is filled with a liquid with a relatively low boiling point. Ammonia is the commonly
used liquid. Heat enters the heat pipe at the hot end from where the heat is to be transferred.
This heat causes the liquid at that end to boil (Figure 4.11). The resulting vapours expand
into the pipe carrying the heat. On reaching the cold end, they condense back to the liquid
form, releasing heat in the process. This heat then flows out of the pipe to warm that part
of the satellite. The condensed fluid then travels back to the starting point of the pipe along
the wick. The cycle of vaporization and condensation is repeated. It may be mentioned here
that operation of the heat pipe is passively driven only by the heat that is transferred. This
continuous cycle of vaporization and condensation transfers large quantities of heat with very
low thermal gradients. Figure 4.12 shows a view of a heat pipe thermal control system onboard
the third Space Shuttle mission [STS (shuttle transportation system)-3] being prepared for
testing at the Goddard Space Flight Center, NASA.

Figure 4.11 Principle of operation of a heat pipe

Thermal designs of spin-stabilized and three-axis stabilized satellites are different from
each other. In a spin-stabilized satellite, the main equipments are mounted within the rotating
drum. The rotation of the drum enables every equipment to receive some solar energy and
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Figure 4.12 Heat pipe thermal control system onboard the third space shuttle mission (STS-3)
(Courtesy: NASA)

to maintain the temperature at around 20–25 ◦C for most of the time, except during eclipse
periods. To minimize the effect of the eclipse, the drum is isolated from the equipment by heat
blankets. The temperature fluctuation is more in the case of three-axis stabilized satellites, as
their orientation remains fixed with respect to Earth. Therefore, an insulation blanket is placed
around the satellite to maintain the temperature of the equipment inside within desirable limits.

4.5 Power Supply Subsystem

The power supply subsystem generates, stores, controls and distributes electrical power to other
subsystems on board the satellite platform. The electrical power needs of a satellite depend
upon the intended mission of the spacecraft and the payloads that it carries along with it in
order to carry out the mission objectives. The power requirement can vary from a few hundreds
of watts to tens of kilowatts.

4.5.1 Types of Power System

Although power systems for satellite applications have been developed based on the use of
solar energy, chemical energy and nuclear energy, the solar energy driven power systems are
undoubtedly the favourite and are the most commonly used ones. This is due to abundance of
mostly uninterrupted solar energy available in the space environment. Here reference is being
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made to the use of photon energy in solar radiation. The radiant flux available at the Earth’s
orbit is about 1370 W/ m2.

There are power systems known as heat generators that make use of heat energy in solar
radiation to generate electricity. A parabolic dish of mirrors reflects heat energy of solar ra-
diation through a boiler, which in turn feeds a generator, thus converting solar energy into
electrical power. This mode of generating power is completely renewable and efficient if the
satellite remains exposed to solar radiation. It can also be used in conjunction with rechargeable
batteries. Heat generators, however, are very large and heavy and are thus appropriate only for
large satellites.

Batteries store electricity in the form of chemical energy and are invariably used together
with solar energy driven electrical power generators to meet the uninterrupted electrical power
requirements of the satellite. They are never used as the sole medium of supplying the electrical
power needs of the satellite. The batteries used here are rechargeable batteries that are charged
during the period when solar radiation is falling on the satellite. During the periods of eclipse
when solar radiation fails to reach the satellite, the batteries supply electrical power to the
satellite.

Nuclear fission is currently the commonly used technique of generating nuclear energy and
eventually may be replaced by nuclear fusion technology when the latter is perfected. In nuclear
fission, the heavy nucleus of an atom is made to split into two fragments of roughly equivalent
masses, releasing large amounts of energy in the process. On satellites, nuclear power is
generated in radio isotopic thermoelectric generators (RTGs). The advantage of nuclear power
vis-à-vis its use on satellites is that it is practically limitless and will not run out before the
satellite becomes useless for other reasons. The disadvantage is the danger of radioactive spread
over Earth in the event of the rocket used to launch the satellite exploding before it escapes the
Earth’s atmosphere. Nuclear power is not used in Earth orbiting satellite because when its orbit
decays after the completion of the mission life, the satellite falls back to Earth and burns up in
the atmosphere, and would therefore spread radioactive particles over Earth. Nuclear power is
effective in the case of satellites intended for space exploration as these satellites go deep into
space too far from the sun for any solar energy driven power system to be effective. Therefore,
nuclear power, though seen to be advantageous for interplanetary spacecraft, is not exploited
for commercial satellites because of the cost and possible environmental hazards.

4.5.2 Solar Energy Driven Power Systems

In the paragraphs to follow, a solar energy driven power system for a satellite will be discussed
at length. Solar energy will mean the photon energy of the solar radiation unless otherwise
specified.

The major components of a solar power system are the solar panels (of which the solar
cell is the basic element), rechargeable batteries, battery chargers with inbuilt controllers,
regulators and inverters to generate various d.c and a.c voltages required by various subsystems.
Figure 4.13 shows the basic block schematic arrangement of a regulated bus power supply
system. The diagram is self-explanatory. Major components like the solar panels and the
batteries are briefly described in the following paragraphs. During the sunlight condition, the
voltage of the solar generator and also the bus is maintained at a constant amplitude with
the voltage regulator connected across the solar generator. The battery is decoupled from the
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Figure 4.13 Basic block schematic arrangement of a regulated bus power supply system

bus during this time by means of a battery discharge regulator (BDR) and is also charged
using the battery charge regulator (BCR) as shown in the figure. During the eclipse periods,
the battery provides power to the bus and the voltage is maintained constant by means of
the BDR.

4.5.2.1 Solar Panels

The solar panel is nothing but a series and parallel connection of a large number of solar
cells. Figure 4.14 (a) shows this series–parallel arrangement of solar cells and Figure 4.14 (b)
shows the image of a solar panel. The voltage output and the current delivering capability of
an individual solar cell are very small for it to be of any use as an electrical power input to
any satellite subsystem. The series–parallel arrangement is employed to get the desired output
voltage with the required power delivery capability. A large surface area is therefore needed in
order to produce the required amount of power. The need for large solar panels must, however,
be balanced against the need for the entire satellite to be as small and light weight as possible.

The three-axis body stabilized satellites use flat solar panels (Figure 4.15) whereas spin-
stabilized satellites use cylindrical solar panels (Figure 4.16). Both types have their own ad-
vantages and disadvantages. In the case of three-axis stabilized satellites, the flat solar panels
can be rotated to intercept maximum solar energy to produce maximum electric power. For
example, 15 foot long solar panels on Intelsat-V series satellites produce in excess of 1.2 kW of
power. However, as the solar panels always face the sun, they operate at relatively higher tem-
peratures and thus reduced efficiency as compared to solar panels on spin-stabilized satellites,
where the cells can cool down when in shadow.

On the other hand, in the case of spin-stabilized satellites, such as Intelsat-VI series satellites,
only one-third of the solar cells face the sun at a time and hence greater numbers of cells are
needed to get the desired power, which in turn leads to an increase in the mass of the satellite.
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Figure 4.14 (a) Series–parallel arrangement of solar cells and (b) solar panel ((b) Reproduced by
permission of c© NREL/PIX, Credit, Warren Gretz)

This disadvantage is, however, partially offset by reduction in the satellite mass due to use
of a relatively simpler thermal control system and attitude control system in the case of spin-
stabilized satellites. It may be mentioned here that in the case of newer satellites requiring
more power, the balance may tilt in favour of three-axis stabilized satellites.

4.5.2.2 Principle of Operation of a Solar Cell

The operational principle of the basic solar cell is based on the photovoltaic effect. According
to the photovoltaic effect, there is generation of an open circuit voltage across a P–N junction
when it is exposed to light, which is the solar radiation in the case of a solar cell. This open
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Figure 4.15 Flat solar panels used on three-axis stabilized satellites (Courtesy: ISRO)

Figure 4.16 Cylindrical solar panels used on spin-stabilized satellites (Reproduced by permission of
© EADS SPACE)

circuit voltage leads to flow of electric current through a load resistance connected across it,
as shown in Figure 4.17.

It is evident from the figure that the impinging photon energy leads to the generation of
electron–hole pairs. The electron–hole pairs either recombine and vanish or start to drift in the
opposite directions, with electrons moving towards the N-layer and holes moving towards the
P-layer. This accumulation of positive and negative charge carriers constitutes the open circuit
voltage. As mentioned before, this voltage can cause a current to flow through an external
load. When the junction is shorted, the result is a short circuit current whose magnitude is
proportional to the incident light intensity.
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Figure 4.17 Principle of operation of a solar cell

Figure 4.18 shows the current–voltage and power–voltage characteristics of a solar cell. It
is evident from the figure that the solar cell generates its maximum power at a certain voltage.
The power–voltage curve has a point of maximum power, called the maximum power point
(MPP). The cell voltage and the corresponding current at the maximum power point are less
than the open circuit voltage and the short circuit current respectively.

Figure 4.18 Current–voltage and power–voltage characteristics of a solar cell

Solar efficiency is the ratio of the maximum electrical solar cell power to the radiant power
incident on the solar cell area. The efficiency figure for some crystalline solar cells is in excess
of 20 %. The most commonly used semiconductor material for making solar cells is silicon.
Both crystalline and amorphous silicon are used for the purpose. Another promising material
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for making solar cells is gallium arsenide. Gallium arsenide solar cells, when perfected, will
be lightweight and more efficient.

4.5.3 Batteries

Batteries are used on board the satellite to meet the power requirements when the same cannot
be provided by solar panels, as is the case during eclipse periods. Rechargeable batteries are
almost invariably used for the purpose. These are charged during the period when the solar
radiation is available to the satellite’s solar panels and then employed during eclipse periods
or to meet a short term peak power requirements. Batteries are also used during the launch
phase, before the solar panels are deployed.

The choice of the right battery technology for a given satellite mission is governed by var-
ious factors. These include the frequency of use, magnitude of load and depth of discharge.
Generally, fewer cycles of use and less charge demanded on each cycle lead to a longer bat-
tery life. The choice of battery technology is closely related to the satellite orbit. Batteries
used on board low Earth orbit satellites encounter much larger number of charge/discharge
cycles as compared to batteries onboard geostationary satellites. LEO satellites have an orbital
period of the order of 100 min and the eclipse period is 30–40 min per orbit. For GEO satel-
lites, the orbital period is 24 hours and the eclipse duration varies from 0 to a maximum of
72 min during equinoxes. Batteries on LEO satellites are therefore subjected to a lower depth
of discharge. On the other hand, batteries on geostationary satellites are subjected to a greater
depth of discharge. The batteries for LEO satellites have typical DoD of 40% whereas those
for GEO satellites have a typical DoD of 80%. One of the major points during battery design
is that their capacity is highly dependent on the temperature. As an example, the nickel metal
hydride (NiMH) battery has a maximum capacity between the operating temperature of 10 to
15 ◦C and its capacity decreases at a rate of 1 Ah/◦C outside this range.

Commonly used batteries onboard satellites are the nickel–cadmium (NiCd), nickel metal
hydride (NiMH) and nickel–hydrogen (NiH2) batteries. These have specific energy specifica-
tions of 20–30 W h/kg (in the case of NiCd batteries), 35–55 W h/kg (in the case of NiMH
and NiH2 batteries) and 70–110 Wh/kg (in case of Li Ion batteries). Small satellites in low
Earth orbits mostly employ nickel–cadmium batteries. Nickel–hydrogen batteries are slowly
replacing these because of their higher specific energy and longer life expectancy. Currently,
GEO satellites mostly employ nickel–hydrogen batteries. Lithium ion batteries is the battery
of the future and can be used on LEO, MEO and GEO satellites. Each of these battery types
is briefly described in the following paragraphs.

4.5.3.1 Nickel–cadmium Batteries

The nickel–cadmium battery is the most commonly used rechargeable battery, particularly for
household appliances. The basic galvanic cell in a nickel–cadmium battery uses a cadmium
anode, a nickel hydroxide cathode and an alkaline electrolyte. It may be mentioned here that
the anode is the electrode at which oxidation takes place and the cathode is the electrode that
is reduced. In the case of a rechargeable battery, the negative electrode is the anode and the
positive electrode is the cathode while discharging. They can offer high currents at a constant
voltage of 1.2 V. However, they are highly prone to what is called the ‘memory effect’. Memory
effect means that if a battery is only partially discharged before recharging repeatedly, it can
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forget that it can be further discharged. If not prevented, it can reduce the battery’s lifetime.
The best way to prevent this situation is to fully charge and discharge the battery on a regular
basis. The other problem with this battery is the toxicity of cadmium, as a result of which it
needs to be recycled or disposed of properly. Also, nickel–cadmium batteries have a lower
energy per mass ratio as compared to nickel metal hydride and nickel–hydrogen batteries.
This means that, for a given battery capacity, nickel-cadmium batteries are relatively heavier
as compared to nickel metal hydride and nickel–hydrogen batteries. Nickel metal hydride and
nickel hydrogen batteries have more or less completely replaced nickel cadmium batteries in
most applications.

Nickel–cadmium batteries are mostly used on LEO satellites (having an orbital period of
100 min and an eclipse period of 30–40 min per orbit) due to their robustness versus cycle num-
bers. They were used on GEO satellites in the 1960s and 1970s, but now have been replaced by
nickel–hydrogen batteries. Some of the satellites employing nickel–cadmium batteries include
SPOT satellites. Figure 4.19 shows the battery pack on board the SPOT-4 satellite. It comprises
four batteries each consisting of 24 nickel–cadmium accumulators, storing 40 A h and weighing
almost 45 kg. The average power consumption of SPOT-4 satellite is 1 kW.

Figure 4.19 Nickel-cadmium battery pack used on SPOT-4 satellite (Reproduced by permission of
c© Saft)

4.5.3.2 Nickel Metal Hydride Battery

The nickel metal hydride batteries are cadmium-free replacements of nickel–cadmium batter-
ies. The anode of the battery is made of a hydrogen storage metal alloy and the cathode is made
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of nickel oxide. The basic cell produces a voltage of 1.2 V. These batteries offer relatively higher
energy density as compared to nickel–cadmium batteries, which implies an increased run time
for the battery with no additional weight implications. Also, these batteries are less affected
by the memory effect as compared to nickel–cadmium batteries. However, these batteries have
problems at very high and low temperatures and therefore are not considered suitable for space
applications.

4.5.3.3 Nickel–hydrogen Batteries

The nickel–hydrogen battery combines the technologies of batteries and fuel cells. The battery
uses nickel hydroxide as the cathode as in the nickel–cadmium cell. Like the hydrogen–
oxygen fuel cell, the battery uses hydrogen as the active element in the anode. The battery
is characterized by a high specific energy (in excess of 50 W h/kg), high power density and
high cyclic stability (greater than 5000 cycles). Its resistance to repeated deep discharge and
tolerance for overcharge makes it the chosen battery in many aerospace applications, espe-
cially for geosynchronous and low Earth orbit satellites. Its disadvantages include its high
cost and low volumetric energy density. Nickel-hydrogen batteries are being used on both
LEO and GEO satellites. The batteries for LEOs have a typical depth-of-discharge (DoD) of
40 % whereas those for GEO applications have a typical DoD of 80 %. Some satellites using
these batteries include Arabsat-2, Arabsat-3, Hispasat-1C, INSAT-3, Intelsat-7, Intelsat-7A,
MTSat (multifunctional transport satellite), NStar, Superbird, Thaicom, etc. Figure 4.20 shows
nickel–hydrogen batteries that have been flown on board many satellites.

Figure 4.20 Nickel–hydrogen batteries (Reproduced by permission of c© Saft)

4.5.3.4 Lithium Ion Battery

Lithium ion batteries produce the same energy as nickel metal hydride batteries but weigh ap-
proximately 30 % less. These batteries do not suffer from the memory effect unlike their
nickel–cadmium and nickel metal hydride counterparts. These batteries however, require
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special handling as lithium ignites very easily. They can be used for LEO, MEO as well
as GEO satellites.

Problem 4.4
Prove that a spin-stabilized satellite with its solar panels mounted around its cylindrical
body of diameter D and length or height L will need � times more solar cells than those
needed by a three-axis stabilized satellite with a flat solar panel of width D and length L.

Solution: Area of the cylindrical body = �DL

The projected area towards the sun will be maximum when the sun-rays arrive perpendic-
ular to the solar cells and is given by DL. In the case of the flat panel of width D and length
L, the projected area will be DL. Therefore,

Ratio of the two areas = �DL

DL
= �

Thus, the solar panel area required in the case of a spin-stabilized satellite using - cylin-
drical solar panels will be � times the solar panel area required in the case of a three-axis
stabilized satellite using flat solar panels.

Problem 4.5
Consider a case where a spin-stabilized satellite has to generate 2000 watts of electrical
power from the solar panels. Assuming that the solar flux falling normal to the solar cells
in the worst case is 1250 W/m2, the area of each solar cell is 4 cm2 and the conversion
efficiency of the solar cells including the losses due to cabling, etc., is 15 %, determine the
number of solar cells needed to generate the desired power. What would be the number
of cells required if the sun rays fell obliquely, making an angle of 10◦ with the normal?

Solution: The expression for the power P can be written as

P = �ns�

where

P = power to be generated (W)
�= solar flux arriving normal to the solar array (W/m2)
n = number of solar cells
s = surface area of each cell (m2)
�= conversion efficiency of the solar cell

Therefore,

n = P

�s�

Substituting the values gives

n = 2000
1250 × 4 × 10−4 × 0.15

= 26 666.67

The power generated would be 2000 W provided 26 667 solar cells face the sun with solar
radiation falling normal to the solar cells. Since it is a spin-stabilized satellite, the number
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of cells facing the sun is equal to the total number of cells divided by �. Therefore,

Required number of cells = 26 667 × � = 83 777 cells

If the sun rays are making an angle of 10◦ with the normal, then the actual solar flux falling
normal to the cells would reduce by a factor of cosine of 10◦. The number of cells required to
get the same power would therefore increase by a factor of 1/ cos 10◦. Therefore, number
of cells required when sunrays are making an angle of 10◦ are

Number of cells = 83 777
cos 10◦ = 83 777

0.9848
= 85 070 cells

Problem 4.6
It is desired that the battery system on board the satellite is capable of meeting the full power
requirement of 3600 watts for the worst case eclipse period of 72 minutes. If the satellite
uses nickel–hydrogen cells of 1.3 volts, 90 A h capacity each with an allowable depth of
discharge of 80 %, and discharge efficiency of 95 %, find (a) the number of cells required
and (b) the total mass of the battery system. Given that the specific energy specification
for the battery technology used is 60 W h/kg.

Solution: (a) Power required, P = 3600 watts and the worst case eclipse period = 72
minutes = 1.2 hour. Therefore,

Required energy = 3600 × 1.2 = 4320 W h

The, energy stored by n cells is given by

Capacity of each cell (in Ah)× voltage of each cell (in volts) × depth of discharge

× discharge efficiency × n
Substituting different values gives

Energy stored by n cells = 90 × 1.3 × 0.8 × 0.95 × n = 88.92 × n

This gives 88.92 × n = 4320 or n = 49 cells.

(b) Energy required to be stored in the battery system = 4320
0.8 × 0.95

= 5684.2 Wh

Therefore,

Mass of the battery system = 5684.2
60

= 94.74 kg

4.6 Attitude and Orbit Control

As briefly mentioned during introduction to various subsystems in the earlier part of the chapter,
the attitude and orbit control subsystem performs twin functions of controlling the orbital path,
which is required to ensure that the satellite is in the correct location in space to provide the
intended services and to provide attitude control, which is essential to prevent the satellite from
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tumbling in space. In addition, it also ensures that the antennae remain pointed at a fixed point
on the Earth’s surface. The requirements on the attitude and orbit control subsystem differ
during the launch phase and the operational phase of the satellite.

4.6.1 Attitude Control

Attitude of a satellite, or for that matter any space vehicle, is its orientation as determined
by the relationship between its axes (yaw, pitch and roll) and some reference plane. The
attitude control subsystem is used to maintain a certain attitude of the satellite, both when it is
moving in its orbit and also during its launch phase. As mentioned in the previous chapter, two
types of attitude control systems are in common use, namely spin stabilization and three-axis
stabilization. During the launch phase, the attitude control system maintains the correct attitude
of the satellite so that it is able to maintain link with the ground Earth station and controls its
orientation such that the satellite is in the correct direction for an orbital manoeuvre. When the
satellite is in orbit, the attitude control system maintains the antenna of the satellite pointed
accurately in the desired direction. The precision with which the attitude needs to be controlled
depends on the satellite antenna beam width. Spot beams and shaped beams require more
precise attitude control as compared to Earth coverage or regional coverage antennas.

Attitude control in spin stabilized satellites requires pitch correction only on the de-spun
antenna system and can be obtained by varying the speed of the spin motor. Yaw and roll
are controlled by pulsing radially mounted jets at appropriate intervals of time. In the case of
three-axis stabilized satellites, the speed of the inertia wheel needs to be controlled.

For satellites orbiting in low Earth and medium Earth orbits, the gravitational pull from the
Earth is very strong. These satellites often use a long pole referred to as the gravity gradient
boom, pointing towards the centre of the Earth. This pole dampens the oscillations in the
direction towards the centre of the Earth from the satellite by virtue of the difference in the
gravitational field between the top and the bottom of the pole.

Attitude control systems can be either passive or active. Passive systems maintain the satellite
attitude by obtaining equilibrium at the desired orientation. There is no feedback mechanism to
check the orientation of the satellite. Active control maintains the satellite attitude by sensing
its orientation along the three axes and making corrections based on these measurements. The
basic active attitude control system has three components: one that senses the current attitude
of the platform, second that computes the deviations in the current attitude from the desired
attitude and third that controls and corrects the computed errors.

Sensors are used to determine the position of the satellite axis with respect to specified
reference directions (commonly used reference directions are Earth, sun or a star). Earth sensors
sense infrared emissions from Earth and are used for maintaining the roll and the pitch axis.
Sun and star sensors are generally used to measure the error in the yaw axis. The error between
the current attitude and the desired attitude is computed and a correction torque is generated
in proportion to the sensed error.

4.6.2 Orbit Control

Orbit control is required in order to correct for the effects of perturbation forces. These per-
turbation forces may alter one or more of the orbital parameters. The orbit control subsystem
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provides correction of these undesired changes. This is usually done by firing thrusters. During
the launch phase, the orbit control system is used to affect some of the major orbit manoeuvres
and to move the satellite to the desired location.

In the case of geostationary satellites, the inclination of the orbit increases at an average rate
of about 0.85◦ per year. In general, the geostationary satellites have to remain within a block
of ±0.05◦ or so. The east-west and north-south station keeping manoeuvres are carried out at
intervals of two weeks each. North-south manoeuvres require more fuel to be expended than
any other orbital correction.

In the case of non-circular orbits, the velocity of the satellite needs to be increased or de-
creased on a continuous basis. This is done by imparting corrections in the direction tangential
to the axis lying in the orbital plane. In a spin stabilized satellite, radial jets are fired in this
direction whereas in the case of three-axis stabilized satellites, two pairs of X-axis jets acting
in opposite directions are used.

4.7 Tracking, Telemetry and Command Subsystem

The tracking, telemetry and command (TT&C) subsystem monitors and controls the satellite
right from the lift-off stage to the end of its operational life in space. The tracking part of the
subsystem determines the position of the spacecraft and follows its travel using angle, range
and velocity information. The telemetry part gathers information on the health of various sub-
systems of the satellite. It encodes this information and then transmits the same towards the
Earth control centre. The command element receives and executes remote control commands
from the control centre on Earth to effect changes to the platform functions, configuration, po-
sition and velocity. The TT&C subsystem is therefore very important, not only during orbital
injection and the positioning phase but also throughout the operational life of the satellite.

Figure 4.21 shows the block schematic arrangement of the basic TT&C subsystem. Track-
ing, as mentioned earlier, is used to determine the orbital parameters of the satellite on a regular
basis. This helps in maintaining the satellite in the desired orbit and in providing look-angle
information to the Earth stations. Angle tracking can, for instance, be used to determine the az-
imuth and elevation angles from the Earth station. The time interval measurement technique can
be used for the purpose of ranging by sending a signal via the command link and getting a return
via the telemetry link. The rate of change of range can be determined either by measuring the
phase shift of the return signal as compared to that of the transmitted signal or by using a pseudo-
random code modulation and the correlation between the transmitted and the received signals.

During the orbital injection and positioning phase, the telemetry link is primarily used by
the tracking system to establish a satellite-to-Earth control centre communications channel.
After the satellite is put into the desired slot in its intended orbit, its primary function is to
monitor the health of various subsystems on board the satellite. It gathers data from a variety
of sensors and then transmits that data to the Earth control centre. The data include a variety
of electrical and non-electrical parameters. The sensor output could be analogue or digital.
Wherever necessary, the analogue output is digitized. With the modulation signal as digital,
various signals are multiplexed using the time division multiplexing (TDM) technique. Since
the bit rates involved in telemetry signals are low, it allows a smaller receiver bandwidth to be
used at the Earth control centre with good signal-to-noise ratio.

The command element is used to receive, verify and execute remote control commands
from the satellite control centre. The functions performed by the command element include
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Figure 4.21 Block schematic arrangement of the basic TT&C subsystem

controlling certain functions during the orbital injection and positioning phase, including firing
the apogee boost motor and extending solar panels, during the launch phase. When in orbit, it
is used to control certain onboard equipment status including transponder switching, antenna
pointing control, battery reconditioning, etc. The control commands received by the command
element on the satellite are first stored on the satellite and then retransmitted back to the Earth
control station via a telemetry link for verification. After the commands are verified on the
ground, a command execution signal is then sent to the satellite to initiate intended action.

Two well-established and better-known integrated TT&C networks used worldwide for
telemetry, tracking and command operations of satellites include the ESTRACK (European
space tracking) network of the ESA (European Space Agency) and the ISTRAC (ISRO
telemetry, tracking and command) network of the ISRO (Indian Space Research Organization).

The European Space Agency operates the ESTRACK network of ground stations used
for telemetry, tracking and command in support of spacecraft operations. The ESTRACK
network stations are connected to the ESAs mission control centre in Darmstadt, Germany, via
OPSNET (operations network), which is ESA’s ground communications network. OPSNET has
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permanent links with the NASCOM (NASA astronomical satellite communications) network
of NASA (national aeronautics and space administration) and also temporary links with CNES
(Centre National d’Etudes Spatiales) of France, DLR/GSOC (Deutschen Zentrums für huft-
und Raumfahrt/German Space Operations Center) of Germany and NASDA (National Space
Development agency) of Japan.

The ISTRAC network of ISRO with its headquarters at Bangalore provides TT&C and
mission control support to launch vehicle missions and near Earth orbiting satellites through
an integrated network of ground stations located at Bangalore, Lucknow, Sriharikota, Port Blair,
Thiruvanthapuram (all in India), Mauritius, Bearslake (Russia), Brunei and Biak (Indonesia),
with a multimission spacecraft control centre at Bangalore. ISTRAC has also established the
SPACENET, which connects various ISRO centres. ISTRAC network provides the following
major functions:

1. TT&C support to satellites launched from Sriharikota right from the lift-off stage till the
satellite injection stage. This includes range tracking support for satellite injection, moni-
toring and preliminary orbit determination.

2. TT&C support including housekeeping data acquisition throughout the mission lifetime for
low Earth orbiting satellites, their health monitoring operations and control operations.

3. Data reception and processing from scientific payloads for payload analysts.
4. TT&C support to international space agencies under commercial arrangements through the

Antrix Corporation.

4.8 Payload

Payload is the most important subsystem of any satellite. Payload can be considered as the brain
of the satellite that performs its intended function. The payload carried by a satellite depends
upon the mission requirements. The basic payload in the case of a communication satellite,
for instance, is a transponder, which acts as a receiver/amplifier/transmitter. A transponder can
be considered to be a microwave relay channel that also performs the function of frequency
translation from the uplink frequency to the relatively lower downlink frequency. Thus, a
transponder (Figure 4.22) is a combination of elements like sensitive high gain antennas for

Transponder

Down
converter

Power
Amplifiers

Input
Filter

LNA

converter

Local I t O t t

Receive
antenna

Local
oscillator

Input
Multiplexer

Output            
De-multiplexer

Transmit
antenna

Figure 4.22 Transponder
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transmit–receive functions, a subsystem of repeaters, filters, frequency shifters, low noise
amplifiers (LNAs), frequency mixers and power amplifiers. Satellites employ the L, S, C, X,
Ku and Ka microwave frequency bands for communication purposes, with the Ka band being
the latest entry into the satellite communication bands. Due to the low atmospheric absorption
at the L (2 GHz/1 GHz), S (4 GHz/2 GHz) and C (6 GHz/4 GHz) bands, they were first to be
employed for satellite broadcasting applications. The C band is the most popular band and is
being used for providing domestic and international telephone services. Due to advances in
the technology of microwave devices, high frequency Ku (12–18 GHz) and Ka (27–40 GHz)
bands are also being extensively used. These high frequency bands have advantages of higher
bandwidth and reduced antenna size. This has led to the revolutionary development in the
field of DTH (direct-to-home) services enabling the individual home users to receive TV and
broadcast services using antenna sizes as small as 30–50 cm. Transponders are covered in
detail in Chapter 9 on Communication Satellites.

In the case of weather forecasting satellites, the radiometer is the most important payload.
The radiometer is used as a camera and has a set of detectors sensitive to the radiation in
the visible, near-IR and far-IR bands. Visible images show the amount of sunlight being
reflected from Earth or clouds whereas the IR images provide information on the temperature
of the cloud cover or the Earth’s surface. The meteorological payload on board INSAT-3
series satellites, for instance, includes a very high resolution radiometer (VHRR) with 2 km
resolution in visible and 8 km resolution in IR and water vapour channels and a CCD
(change coupled device) camera in the visible (0.63–0.69 �m), near-IR (0.77–0.86 �m)
and short-wave IR (1.55–1.70 �m) bands with 1 km resolution. The payload on board the
Meteosat weather forecasting satellite includes a very high resolution radiometer. Depending
upon the mode of operation, radiometers are classified as imagers and sounders. More details
on meteorological payloads follow in Chapter 11 on Weather Satellites.

High resolution visible (HRV) cameras, multispectral scanners and thematic mapper are the
main payloads on board an Earth observation satellite. Light and heat reflected and emitted
from land and oceans, which contain specific information of the various living and nonliving
things, are picked up by these sensors. The images produced are then digitized and transmitted
to the Earth stations, where they are processed to give the required information.

The Indian remote sensing satellite IRS-P4 launched in 1999 contains an ocean colour
monitor (OCM), operating in eight very near IR bands with a resolution of 360 m, and a
multifrequency scanning microwave radiometer. CARTOSAT-1 (IRS-P5), launched in 2005
contains two panchromatic cameras with a spatial resolution of 2.5 m and a solid state recorder
for storing payload data. RESOURCESAT-1 (IRS-P6), launched in 2003 carries multispectral
cameras LISS-III (linear imaging self-scanner) and LISS-IV, having a spatial resolution of
23.5 m and 5.8 m respectively.

The US remote sensing satellite Landsat-7 consists of an enhanced thematic mapper plus
(ETM+) payload which observes Earth in eight spectral bands ranging from the visible to the
thermal IR region. There are three visible bands, a near-IR band and a middle IR band with a res-
olution of 30 m, two thermal IR bands with resolutions of 120 m and 15 m respectively. Remote
sensing satellite payloads are covered in more detail in Chapter 10 on Remote Sensing Satellites.

Scientific satellites have varied payloads depending on their mission. Satellites observing
the stars carry telescopes to collect light from stars and spectrographs operating over a wide
range of ultraviolet (UV) wavelengths from 120 to 320 nm. Satellites for planetary exploration
have varied equipment, like the plasma detector to study solar winds and radiation belts,
the magnetometer to investigate the possible magnetic field around the planet, the gamma
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spectrometer to determine the radioactivity of surface rocks, the neutral mass spectroscope,
the ion mass spectroscope, etc. Payloads on board the scientific satellites will be covered in a
little more detail in Chapter 13 on Scientific Satellites.

4.9 Antenna Subsystem

The antenna subsystem is one of the most critical components of the spacecraft design because
of several well-founded reasons. Some of these are the following:

1. The antenna or antennas (as there are invariably more than one antennas) on board the
spacecraft cannot be prohibitively large as large antennas are difficult to mount.

2. Large antennas also cause structural problems as they need to be folded inside the launch
vehicle during the launch and orbital injection phase and are deployed only subsequent to
the satellite reaching the desired orbit.

3. The need for having a large antenna arises from the relationship between antenna size and
its gain. If the antenna could be as large as desired, there would not be a need to generate so
much power on board the satellite to achieve the required power density at the Earth station
antenna.

4. All satellites need a variety of antennas. These include an omnidirectional antenna, which
is an isotropic radiator, a global or Earth coverage antenna, a zone coverage antenna and
antennas that produce spot beams. In addition, antennas producing spot beams may have a
fixed orientation with respect to Earth or may be designed to be steered by remote commands.

The omnidirectional antenna is used for TT&C operations during the phase when the satellite
has been injected into its parking orbit until it reaches its final position. Unless the high gain
directional antennas are fully deployed and oriented properly, the omnidirectional antenna is
the only practicable means of establishing a communication channel for tracking, telemetry
and command operations.

The global or Earth coverage antenna has a beam width of 17.34◦, which is the angle
subtended by Earth at a geostationary satellite, as shown in Figure 4.23. Any beam width
lower than that would have a smaller coverage area while a beam width larger than that would
lead to loss of power.

Figure 4.23 Beam width of a global antenna



Antenna Subsystem 159

The zone antenna offers a coverage that is smaller than that of an Earth coverage antenna.
Such an antenna ensures that the desired areas on Earth are within the satellite’s footprint.

Spot beam antennas concentrate power into a much narrower beam by using large sized
reflector and thus illuminate a much smaller area on Earth.

Figure 4.24, which shows a photograph of the Intelsat-4 satellite, gives a fairly good idea of
the variety of antennas used on board a satellite. As is evident from the photograph, the satellite
carries an omnidirectional antenna for TT&C operations, a horn antenna for Earth coverage
and two reflector antennas for producing spot beams. Figures 4.25 to 4.27 show photographs
of some of the antennas to illustrate the variety of antennas found on board a satellite.

Figure 4.24 Intelsat-4 (Reproduced by permission of c© Intelsat)

Figure 4.25 Parabolic reflector antenna (Reproduced by permission of c© 3amSystems)
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Figure 4.26 Horn antenna (Reproduced by permission of c© A.H. Systems Inc.)

Figure 4.27 Omnidirectional antenna (Reproduced by permission of c© Dudley Lab)

In the following paragraphs, the important antenna parameters are discussed, followed by
the operational basics of different antenna types relevant to satellites.

4.9.1 Antenna Parameters

The undermentioned performance parameters are briefly described in the following paragraphs:

1. Gain
2. Effective isotropic radiated power (EIRP)
3. Beam width
4. Bandwidth
5. Polarization
6. Aperture

The gain of an antenna is simply its ability to concentrate the radiated energy in a given
direction, with the result that the power density in that specific direction has to be greater than
it would be had the antenna been an isotropic radiator. The power gain of an antenna is defined
as the ratio of the power density at a given distance in the direction of maximum radiation
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intensity to the power density at the same distance due to an isotropic radiator for the same
input power fed to the two antennas.

The antenna gain tells us about the amplifying or more appropriately the directivity charac-
teristics of the antenna without taking into consideration the actual transmitter power delivered
to it. The effective isotropic radiated power (EIRP) is the more appropriate figure-of-merit of
the antenna. It is given by the product of the transmitter power and the antenna gain. An an-
tenna with a power gain of 40 dB and a transmitter power of 1000 W would mean an EIRP of
10 MW. This means that 10 MW of transmitter power when fed to an isotropic radiator would
be as effective in the desired direction as 1000 W of power fed to a directional antenna having
a power gain of 40 dB in the desired direction. The EIRP is of fundamental importance to the
designers and operators of satellite communication systems as magnitude and distribution of
a satellite’s EIRP over its coverage area are major determinants of Earth station design.

The beam width gives angular characteristics of the radiation pattern of the antenna. It is
taken as the angular separation either between the half power points on its power density
radiation pattern, as shown in Figure 4.28 (a), or between −3 dB points on the field intensity
radiation pattern, as shown in Figure 4.28 (b). The beam width is related to the power gain G by

G(θ, �) = 4π

�
(4.10)

where

� = solid angle (in steradians)= �θ ��

�θ = beam width in the azimuth direction (in radians)
�� = beam width in the elevation direction (in radians)

Antenna bandwidth in general is the operating frequency range over which the antenna gives
a certain specified performance. It is always defined with reference to a certain parameter such
as gain, in which case it is taken as the frequency range around the nominal centre frequency
over which the power gain falls to half of its maximum value.

Figure 4.28 Definition of the beam width
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Polarization is the direction of the electric field vector with respect to ground in the radiated
electromagnetic wave while transmitting and orientation of the electromagnetic wave again
in terms of the direction of the electric field vector at which the response of the antenna is
maximum, while receiving. The polarization of an antenna can be classified into two broad
categories of linear polarization and elliptical polarization. In the case of linear polarization,
the electric field vector lies in a plane. It is called linear polarization because the direction
of resultant electric field vector is constant with respect to time. In the generalized case of a
linearly polarized wave, the two mutually perpendicular components of the electric field vector
are in phase. Linear polarization is either horizontal or vertical. If the plane is horizontal, it is
horizontally polarized and if the plane is vertical, it is vertically polarized. An inclined plane
leads to what is called slant polarization. Slant polarization has both horizontal and vertical
components.

When the two components of the electric field vector are not in phase, it can be verified that
the tip of the resultant electric field vector traverses an ellipse as the RF signal goes through one
complete cycle. This is called elliptical polarization. Elliptical polarization has two orthogonal
linearly polarized components. When the magnitudes of these orthogonal components become
equal, a circularly polarized wave results. Therefore, circular polarization is a special case
of elliptical polarization. Figure 4.29 shows an electrical vector representation in the case
of linearly polarized [Figure 4.29 (a)], elliptically polarized [Figure 4.29 (b)] and circularly
polarized [Figure 4.29 (c)] waves.

Cross polarization is the component that is orthogonal to the desired polarization. A well-
designed antenna should have a cross-polarized component at least 20 dB below the desired
polarization in the direction of the main lobe and 5 to 10 dB below the desired polarization in
the direction of side lobes.

If the received electromagnetic wave is of a polarization different from the one the antenna
is designed for, a polarization loss results. In the case of a linearly polarized wave, polarization
loss can be computed from

Polarization loss = 20 log

(
1

cos �

)
(4.11)

where � = angle between the polarization of the received wave and that of the antenna.
The antenna aperture is the physical area of the antenna projected onto a plane perpendicular

to the direction of the main beam or the main lobe. In the case of the main beam axis being
parallel to the principle axis of the antenna, it is the same as the physical aperture of the antenna
itself. For a given antenna aperture A, the directive gain of the antenna is given by

Gain = 4πA

λ2 (4.12)

The above expression is valid only when the aperture is uniformly illuminated. If the illumina-
tion is non-uniform, the gain would be less than what would be given by the above expression.
It is then given by

Gain = 4πAe

λ2 (4.13)
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Figure 4.29 Electrical vector representations of (a) linearly polarized wave, (b) elliptically polarized
wave and (c) circularly polarized wave

where

Ae = ηA

and

Ae = effective aperture and η = aperture efficiency

4.9.2 Types of Antennas

There is a large variety of antennas having varied features and characteristics. In the present
section, those types that are relevant to satellite applications will be described. These in-
clude reflector antennas, horn antennas, helical antennas, lens antennas and phased array
antennas.

4.9.2.1 Reflector Antennas

A reflector antenna, made in different types, shapes and configurations depending upon the
shape of the reflector and type of feed mechanism, is by far the most commonly used antenna
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Figure 4.30 (a) Focal point fed parabolic reflector, (b) offset fed sectioned parabolic reflector,
(c) cassegrain fed reflector and (d) array fed cylindrical reflector

type in all those applications that require high gain and directivity. A reflector antenna in
essence comprises a reflector and a feed antenna. Depending upon the shape of the reflector
and feed mechanism, different types of reflector antenna configurations are available. The re-
flector is usually a paraboloid, also called a parabolic reflector, or a section of a paraboloid
or a cylinder. A cylindrical reflector has a parabolic surface in one direction only. The feed
mechanisms include the feed antenna placed at the focal point of the paraboloid or the feed an-
tenna located off the focal point. Another common feed mechanism is the cassegrain feed.
Cylindrical reflectors are fed by an array of feed antennas. The feed antenna is usually a dipole
or a horn antenna. Some of the more commonly employed reflector antenna configurations
include:

1. Focal point fed parabolic reflector [Figure 4.30 (a)]
2. Offset fed sectioned parabolic reflector [Figure 4.30 (b)]
3. Cassegrain fed reflector [Figure 4.30 (c)]
4. Array fed cylindrical reflector [Figure 4.30 (d)]

A parabolic reflector has a very important property: for any point on its surface, the sum of
distances of this point from the focal point and the directrix [shown dotted in Figure 4.31 (a)] is
constant. If the source of radiation is placed at its focal point, the waves travelling after reflection
from different points on the reflector surface will reach the directrix in phase due to equal path
lengths involved with the result that the emitted beam is highly concentrated along the axis
of the antenna. Similarly, on reception, the waves approaching the antenna parallel to the axis
get focused on the feed antenna, whereas the waves arriving from an off-axis direction will
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focus on a different point rather than the focal point and thus get diffused. Such a phenomenon
makes this type of antenna inherently a highly directional one. What is expressed by the ray
diagram of Figure 4.31 (a) can also be expressed by the wave diagram of Figure 4.31 (b). In
the wave diagram, spherical waves from the focus are reflected from the reflector surface and
become planar and approaching planar waves after reflection become spherical.

Figure 4.31 Parabolic reflector

The basic design parameters of the focal point fed reflector antenna are the size of the
reflector, focal length, the feed antenna’s beam pattern and the feed blockage of the reflector
surface. The size of the reflector and its illumination pattern determine the antenna gain, the
beam width and to some extent the side lobe pattern as well. The gain of such an antenna can
be computed from

G = 4πηA

λ2 (4.14)

In terms of the mouth diameter D, the expression can be written as

G = ηπ2
(

D

λ

)2

(4.15)

The 3 dB beam width of such an antenna is given by 70

(
λ

D

)
(4.16)

If the feed antenna beam width is excessive, it causes a spillover, producing an undesired
antenna response in that direction. On the other hand, if it is too small then only a portion
of the reflector is illuminated, with the result that the antenna produces a wider beam and
consequently a lower gain.

The focal length is another important design parameter. A long focal length reflector antenna
would produce more error signal at the feed than that produced by a short focal length reflector
antenna. However, the focal length cannot be increased arbitrarily as long focal length reflectors
need a larger support structure for the feed resulting in greater aperture blockage.
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The directional pattern of the feed determines the illumination of the reflector. The angle
subtended by the feed antenna at the edges of the reflector is given by 4 tan−1[1/(4f/D)].
According to a rule of thumb, the 3 dB beam width should be equal to 0.9 times the sub-
tended angle.

Feed, together with its support, is one of the major causes of aperture blockage, which is
further one of the major causes of side lobes. In applications where the feed antenna is so large
that it blocks a substantial portion of the reflector aperture, resulting in significant effects on
the radiated beam in terms of increased side lobe content, the offset fed parabolic reflector
antenna is one of the solutions. Figure 4.32 shows the arrangement.

Figure 4.32 Offset fed parabolic reflector antennas

Some of the shortcomings of the focal point fed parabolic reflector antenna, such as aperture,
blockage and lack of control over the main reflector illumination, can be overcome by adding
a secondary reflector. The contour of the secondary reflector determines the distribution of
power along the main reflector, thereby giving control over both amplitude and phase in the
aperture. The cassegrain antenna derived from telescope designs is the most commonly used
antenna using multiple reflectors. The feed antenna illuminates the secondary reflector, which
is a hyperboloid. One of the foci of the secondary reflector and the focus of the main reflector
are coincident. The feed antenna is placed on the other focus of the secondary reflector. The
reflection from the secondary reflector illuminates the main reflector. Figure 4.33 (a) shows
the arrangement.

Symmetrical cassegrain systems usually produce large aperture blockage, which can be
minimized by choosing the diameter of the secondary reflector equal to that of the feed. Block-
age can be completely eliminated by offsetting both the feed as well as the secondary reflector,
as shown in Figure 4.33 (b). Such an antenna is capable of providing a very low side lobe level.
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Figure 4.33 (a) Symmetrical cassegrain antenna and (b) offset cassegrain antenna

A cylindrical paraboloid antenna uses a reflector that is a parabolic surface only in one
direction and is not curved in the other. It is fed from an array of feed antennas, which gives
it much better control over reflector illumination. Electronic steering of the output beam is
also more convenient in an array fed cylindrical antenna. However, symmetrical parabolic
cylindrical reflectors suffer from a large aperture blockage. A cylindrical reflector fed from an
offset placed multiple element line source offers excellent performance.

4.9.2.2 Horn Antennas

Just as in the case of a transmission line with open-circuit load end, not all the electromagnetic
energy is reflected and some of it does escape to the surrounding atmosphere; the same is
also true for waveguides. This radiation of electromagnetic energy is, however, inefficient due
to a combination of factors, the most prominent being the impedance mismatch between the
transmission line (or the waveguide) and the atmosphere.

It is observed that the energy coupling of the transmission line to the atmosphere could be
enhanced and the radiation efficiency significantly improved by opening out the open end of
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Figure 4.34 (a) Sectoral horn antenna, (b) rectangular pyramidal horn antenna and (c) conical horn
antenna. (d) important design parameters of a horn antenna

the line and straightening the conductors so as to take the shape of the dipole. If the same
principles are applied in the case of waveguides to improve the coupling of electromagnetic
energy to the atmosphere, the waveguide’s abrupt discontinuity is transformed into a more
gradual one. What is obtained is a horn antenna, a sectoral horn [Figure 4.34 (a)], where the
flare is only on one side, a rectangular pyramidal horn [Figure 4.34 (b)], where the flare is
on both sides, and a conical horn [Figure 4.34 (c)], which is a natural extension of a circular
waveguide.

Important design parameters of a horn antenna include the flare length (L) and flare angle φ

[Figure 4.34 (d)]. The flare angle cannot be either too large or too small. If it is too small, the
antenna has low directivity and also the emitted waves are spherical and not planar. Too large
a flare angle also leads to loss of directivity due to diffraction effects.

Horns can have simple straight flares or exponential flares. Horn antennas are commonly
used as the feed antennas for reflector antennas. In case more demanding antenna performance
is desired in terms of polarization diversity, low side lobe level, high radiation efficiency, etc.,
the feeds are also more complex. Segmented [Figure 4.35 (a)], finned [Figure 4.35 (b)] and
multimode [Figure 4.35 (c)] horns may be used.

4.9.2.3 Helical Antenna

The Helical antenna is a broadband VHF (very high frequency) and UHF (ultra high frequency)
antenna. In addition to its broadband capability, it has found most of its applications as a result
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Figure 4.35 (a) Segmented horn antenna, (b) finned horn antenna and (c) multimode horn antenna

of the circularly polarized waves that it produces. VHF and UHF propagation undergoes a
random change in its polarization as it propagates through the atmosphere due to various
factors, like the Earth’s magnetic field, ionization of different regions of the atmosphere, with
Faraday’s rotation being the main cause. The propagation becomes more severely affected
in the case of trans-ionospheric communications, such as those involving satellites. Circular
polarization is to a large extent immune to these polarization changes. On the other hand, a
horizontally polarized wave will not be received at all if its polarization is rotated by 90◦ and
it becomes vertically polarized.

Figure 4.36 shows a typical helical antenna. The ground plane is a wire mesh. This antenna
has two modes of operation, with one producing a circularly or elliptically polarized broadside

Figure 4.36 Typical helical antenna (Fabricated by High Gain Antenna Co. Ltd. Reproduced by
permission of Hak-Keun Choi)
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Figure 4.37 Helical fed reflector antenna (Reproduced by permission of c© Dr. Robert Suding/
ultimatecharger.com)

pattern with the emitted wave perpendicular to the helical axis and the other producing a
circularly polarized end-fire pattern with the emitted wave along the helical axis.

For the first mode, the helix circumference is much smaller than the operating wavelength,
whereas for the second mode, which is the more common of the two, the helix circumference is
equal to the operating wavelength. Figure 4.37 shows the photograph of a helical fed reflector
antenna.

4.9.2.4 Lens Antenna

Like reflector antennas, lens antennas are another example of the application of rules of optics
to microwave antennas. While reflector antennas rely on the laws of reflection, the lens antennas
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Figure 4.38 (a) Principle of operation of a lens antenna. (b) Wave diagram of a lens antenna

depend for their operation on the refraction phenomenon. Lens antennas are made of a dielectric
material. Figure 4.38(a) illustrates the principle of operation of such an antenna. A point source
of radiation is placed at the focus of the lens. The rays arriving at the lens closer to the edges
of the lens encounter a larger curvature as compared to those arriving at the centre portion
of the lens. The rays closer to the edges are therefore refracted more than the rays closer to
the centre. This explains the collimation of the rays. Similarly, on reception, the rays arriving
parallel to the lens axis are focused onto the focal point where the feed antenna is placed.

Another way of explaining this is to look at the wave diagram shown in Figure 4.38 (b).
Spherical waves emitted by the point source get transformed into plane waves during trans-
mission. The reason for this is that those portions of the wave front closer to the centre are
slowed down relatively more than those portions that are closer to the edges, with the result that
outgoing waves are planar. By the same reasoning, planar waves incident on the lens antenna
during reception emerge as spherical waves travelling towards the feed.

The precision with which these transformations take place depends upon the thickness of the
lens in terms of the operating wavelength. In fact, the thickness of the lens at the centre should
be much larger than the operating wavelength. This makes lens antennas less attractive at lower
microwave frequencies. For an operating frequency of 3 GHz, the required lens thickness at
the centre may be as much as 1 metre if the thickness is to be ten times the wavelength. It is
because of this that lens antennas are not the favoured ones for frequencies less than 10 GHz.
Even at frequencies around 10 GHz, the problems of thickness and weight are present. These
problems can be overcome in what is called a Fresnel or zoned lens. Two types of zoned
lenses are shown in Figure 4.39. Zoning not only overcomes the weight problem but it also
absorbs less percentage of the radiation. A thicker lens would absorb a higher proportion of the
radiation. The thickness t of each step in a zoned lens is related to the wavelength in order to
ensure that the phase difference between the rays passing through the centre and those passing
through the adjacent section is 2π radians or an integral multiple of it. A zone lens has a small
operational frequency range because its thickness is related to the operating wavelength.

4.9.2.5 Phased Array Antenna

A phased array antenna is the one where the radiated beam (the axis of the main lobe of the
radiated beam) can be steered electronically without any physical movement of the antenna
structure. This is done by feeding the elements of the array with signals having a certain fixed
phase difference between adjacent elements of the array during transmission. On reception,
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Figure 4.39 Zoned lenses

they work in exactly the same way and instead of splitting the signals among elements, the
elemental signals are summed up. The receive steering uses the same phase angles as the
transmit steering due to the antenna reciprocity principle.

The elements used in the array are usually either horns or microstrip antennas and the
array can have any one of a large number of available configurations. A linear array is a one-
dimensional array with multiple elements along its length lying on a single line [Figure 4.40(a)].
This type of array, quite understandably, would be capable of steering the beam only in one
direction, depending on the orientation of the array. A planar array is a two-dimensional array
with multiple elements in both dimensions, with all its elements lying on the same plane
[Figure 4.40(b)]. Such an array is capable of steering the beam in both azimuth and elevation.
The steering angle θ between the antenna axis and the observation axis, the phase difference
between adjacent elements of the array ��, operating wavelength (λ) and the spacing between
adjacent elements S are interrelated by

θ = sin−1
(

λ
��

360S

)
(4.17)

Figure 4.40 (a) Linear and (b) planar phased array antennas
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Figure 4.41 Photograph of a typical phased array antenna structure (Courtesy: NASA)

Based on the feeding methodology, these electronically steered arrays are configured in one
of the following ways:

1. Conventional arrays
2. Lens arrays
3. Reflector arrays

Conventional arrays have their elements fed from a common source by using power dividers
and combiners. Lens arrays have their elements fed from a common source which radiates
spherical waves to one side of the elements during transmission. These elements receive,
process and re-radiate a plane wave from the other side. The reflector array is also a space fed
array. In this case, elements receive, process and re-radiate on the transmission side. Figure 4.41
shows a photograph of a typical phase array antenna structure.

Problem 4.7
An antenna designed for tracking applications produces a pencil-like beam with both az-
imuth and elevation beam widths equal to 0.5◦ each. Determine the gain of the antenna
in dB. Also determine the antenna aperture, if the operating frequency is 6 GHz.

Solution:

Azimuth beam width �� = elevation beam width ��

= 0.5◦ =
(

0.5�
180

)

= 0.008 73 rad
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Antenna gain = 4�
����

= 4�
0.008 73 × 0.008 73

= 164 885.09

Gain in dB = 10 log 164 885.09 = 52.17 dB

Operating frequency f = 6 GHz

Therefore,

Operating wavelength in cm (	) = 3 × 1010

6 × 109
= 5 cm

The antenna gain expressed in terms of the antenna aperture A is given by

G = 4�A
	2

which gives

A = G	2

4�
= 164 885.09 × 0.05 × 0.05

4�
= 32.80 m2

Problem 4.8
A certain receiving antenna has an actual projected area equal to the received beam of
10 square metres. The main lobe of its directional pattern has a length efficiency of 0.7
in the elevation and 0.5 in the azimuth direction. Determine the effective aperture of the
antenna.

Solution:

Length efficiency in azimuth direction = 0.5
Length efficiency in elevation direction = 0.7
Therefore, Aperture efficiency, � = 0.5 × 0.7 = 0.35
Effective aperture, Ae = �× A = 0.35 × 10 = 3.5 m2

Problem 4.9
A certain antenna when fed with a total power of 100 watts produces a power density of 10
mW/m2 at a distance of 1 km from the antenna in the direction of its maximum radiation.
It is also observed that same power density can be produced at the same point when the
antenna is replaced by an isotropic radiator fed with a total power of 10 kW. Determine the
directivity of the antenna.

Solution:

Directivity (in dB) = 10 log [10 000/100] = 10 log [100] = 20 dB

Problem 4.10
Determine the beam width between nulls of a paraboloid reflector antenna having a 3-dB
beam width of 0.4◦ and an effective aperture of 5 m2.
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Solution:

The null-to-null beam width of a paraboloid reflector antenna is twice its 3-dB beam width.
Therefore, null-to-null beam width = 2 × 0.4◦ = 0.8◦

Problem 4.11
The received signal strength in a certain horizontally polarized antenna is 20 dB when
receiving a right-hand circularly polarized electromagnetic wave. Compute the received
signal strength when:

(a) the incident wave is horizontally polarized;
(b) the incident wave is vertically polarized;
(c) the incident wave is left-hand circularly polarized;
(d) the received wave polarization makes an angle of 60◦ with the horizontal.

Solution: When the incident polarization is circularly polarized and the antenna is linearly
polarized, there is a polarization loss of 3 dB. Therefore,

Incident signal strength = 20 + 3 = 23 dB

(a) When the received polarization is the same as antenna polarization, the polarization
loss is zero. Therefore, the received signal strength = 23 dB.

(b) When the incident wave is vertically polarized, the angle between the incident polariza-
tion and antenna polarization is 90◦. Therefore, polarization loss = 20 log[1/ cos�] =
infinity and the received signal strength = 0.

(c) When the incident wave is left-hand circularly polarized and the antenna polarization
is linear, there will be a polarization loss of 3 dB and the received signal strength will
be 20 dB.

(d) In this case, polarization loss is given by

20 log
(

1
cos 60◦

)
= 20 log 2 = 20 × 0.30 = 6 dB

Therefore the received signal strength = 23 − 6 = 17 dB.

Problem 4.12
A dish antenna meant for satellite down link reception has an effective aperture of 1.0
m. Compute the gain (in dB) and 3-dB beam width (in degrees) for a down link operating
frequency of 11.95 GHz.

Solution:

Effective aperture = 1.0 m
Therefore, aperture area, Ae = (� × 1 × 1)/4 = 0.785 m2

Operating frequency = 11.95 GHz
Therefore, operating wavelength = (3 × 108/11.95 × 109) = 0.025 m
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Now, antenna gain = 4�Ae/	
2 = (4 × � × 0.785)/(0.025 × 0.025) = 15 783.36

Antenna gain in dB = 10 log(15 783.36) = 41.98 dB
3-dB beam width = 70(	/D) = (70 × 0.025)/1 = 1.75◦

Problem 4.13
A focal point fed parabolic reflector antenna has the following characteristics of the re-
flector: mouth diameter = 2.0 m and focal length = 2.0 m. If the 3 dB beam width of the
antenna has been chosen to be 90 % of the angle subtended by the feed at the edges
of the reflector, determine the 3 dB beam width and null-to-null beam width of the feed
antenna.

Solution: The angle � subtended by the focal point feed at the edges of the reflector is
given by

� = 4 tan−1
(

1
4f/D

)

where f = focal length and D = mouth diameter. This gives

� = 4 tan−1
(

1
4 × 2/2

)
= 4 tan−1 0.25 = 56.16◦

Therefore, the 3 dB beam width = 0.9 × 56.16◦ = 50.54◦ and the null-to-null beam width
= 2 × (3 dB beam width) = 101.08◦.

Problem 4.14
A linear periodic array of five elements has an inter-element spacing of 10 cm (Figure 4.42).
If the operating frequency is 2.5 GHz, determine the desired phase angles of all the
elements, if the beam is to be steered by 10◦ towards the right side of the array axis.
The phase for element-1 can be taken as zero.

Figure 4.42 Figure for Problem 4.14

Solution: The phase difference angle between adjacent elements �� = (360S/	) sin �.
Then

	 = 3 × 108

2.5 × 109
= 0.12 m

Therefore,

�� =
(

360 × 0.1
0.12

)
sin 10◦ = 52.2◦
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Thus the phase angles for elements 1, 2, 3, 4 and 5 are respectively 0◦, 52.2◦, 104.4◦,
156.6◦ and 208.8◦.

Problem 4.15
An Earth station antenna having a maximum gain of 60 dB at the operational frequency
is fed from a power amplifier generating 10 kW. If the feed system has a loss of 2 dB,
determine the Earth station EIRP.

Solution:

Power fed to the antenna = 10 kW = 40 dB
Antenna gain = 60 dB
Power loss in the feed system = 2 dB
Therefore EIRP = 40 + 60 − 2 = 98 dB

4.10 Space Qualification and Equipment Reliability

Satellites operate in a harsh environment and it is necessary that the components onboard them
are space qualified so that they perform their intended function with a high reliability in space.
Also, redundancy is built into the system so that if some component fails, the operation of the
satellite is not affected. In this section, we discuss in brief the aspects of space qualification
and system reliability and redundancy designed to provide continued satellite operation.

4.10.1 Space Qualification

Geostationary satellites are subjected to a more hostile environment as compared to satellites
orbiting in low Earth orbits. Geostationary satellites operate in a total vacuum and the sun’s
irradiance falling on the surface of the satellite is of the order of 1.5 kW/m2. During the period
of the eclipse, space acts as an infinite heat sink and the surface temperatures of the satellite will
fall towards absolute zero. As we have studied earlier, in the case of geostationary satellites,
the eclipse occurs once in a period of 24 hours and lasts for a maximum of 72 minutes. LEO
satellites also face severe thermal problems as they move from sunlight to shadow every 100
minutes or so.

As we have seen in Section 4.4, satellites employ a thermal control system so that the
components and equipments on board the satellite do not have to face such large temperature
variations. The thermal control system ensures that the temperature variation experienced by
the components and equipment inside the satellite is of the order of 0◦C to 70◦C or so.

The selection of components to be used on board a satellite is a multi-stage process. The
first stage is selection and screening of components. Components that are space worthy are
selected. In the second stage, each component is tested individually or as a subsystem so as
to ensure its proper functioning. After each component and subsystem is tested individually,
the complete satellite is tested as a system. This process is referred to as Quality Control or
Quality Assurance.
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When a satellite is designed, three models, namely the mechanical model, the thermal model
and the electrical model are usually built and tested. The mechanical model contains all of the
structural and the mechanical parts of the satellite. The model is tested over a wide temperature
range under vacuum conditions and is also subjected to vibration and shock testing. The thermal
model contains all of the electronic packages and other components which must be maintained
at the correct temperature. The electrical model contains all of the electronic parts of the
satellite and is tested for correct electrical performance over the entire operating temperature
range under vacuum conditions. The testing of these prototypes is carried out to overstress
the system beyond extreme operating conditions. The prototype models used in these tests are
usually not flown. Flight models are built and are subjected to same tests as the prototype but
are not subjected to extreme conditions.

4.10.2 Reliability

The reliability of different satellite parts and subsystems is calculated in order to ascertain the
probability that the part or the subsystem will still be working after a given time period and to
add redundancy where the probability of failure is large. The reliability of a part or a component
is expressed in terms of the probability of its failure after time t. The probability of failure of a
part or a component follows a bathtub curve, as shown in Figure 4.43, wherein the probability
of failure is higher in the beginning and later near the end of its life than in the middle. Satellite
components are selected after extensive testing under the worst case conditions which they may
encounter. The initial period of reduced reliability is generally eliminated by a burn-in period
before the component is installed in the satellite. Semiconductor components and integrated
circuits are generally subjected to burn-in periods of 100 to 1000 hours, often under over-
stressed conditions in order to induce failures and get beyond the initial low reliability part of
the bathtub curve.

Figure 4.43 Probability of failure curve
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Glossary
Antenna: Antennas are used for both receiving signals from ground stations as well as for transmitting
signals towards them. There are a variety of antennas available for use on board a satellite. The ultimate
choice depends upon the frequency of operation and required gain
Antenna aperture: This is the physical area of the antenna projected on a plane perpendicular to the
direction of the main beam or the main lobe. In the case of main beam axis being parallel to the principle
axis of the antenna, this is the same as the physical aperture of the antenna itself
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Attitude and orbit control: This subsystem performs two primary functions. It controls the orbital path,
which is required to ensure that the satellite is in the correct location in space to provide the intended
services. It also provides attitude control, which is essential to prevent the satellite from tumbling in
space and also to ensure that the antennas remain pointed at a fixed point on the Earth’s surface
Beam width: Defined with respect to the antenna, it is the angular separation between the half power
points on the power density radiation pattern
Cross-polarization: This is the component that is orthogonal to the desired polarization
Effective isotropic radiated power (EIRP): This is given by the product of the transmitter power and
the antenna gain. An antenna with a power gain of 40 dB and a transmitter power of 1000 W would
have an EIRP of 10 MW; i.e. 10 MW of transmitter power when fed to an isotropic radiator would be as
effective in the desired direction as 1000 W of power fed to a directional antenna having a power gain of
40 dB in the desired direction
Heat pipe: Heat pipe consists of a hermetically sealed tube whose inner surface has a wicking profile
and it is filled with a liquid with a relatively low boiling point. Heat pipes transfer heat based on repeated
cycles of vaporization and condensation
Horn antenna: A type of microwave antenna constructed from a section of a rectangular or circular
waveguide
Ion propulsion: In the case of ion propulsion, the thrust is produced by accelerating charged plasma of
an ionized elemental gas such as xenon in a highly intense electrical field
Lens Antenna: An antenna made from dielectric material and depending upon refraction phenomenon
for operation
Payload: This is that part of the satellite that carries the desired instrumentation required for performing
its intended function and is therefore the most important subsystem of any satellite. The nature of the pay-
load on any satellite depends upon its mission. The basic payload in the case of a communication satellite
is the transponder, a radiometer in the case of a weather forecasting satellite, high resolution cameras,
multi spectral scanners, etc., in the case of a remote sensing satellite and equipment like spectrographs,
telescopes, plasma detectors, magnetometers, etc., in the case of scientific satellites
Phased array antenna: An antenna array in which the radiated beam axis can be electronically steered
by having a certain phase difference between the signals fed to adjacent elements
Polarization: This is the direction of the electric field vector with respect to the ground in the radiated
electromagnetic wave while transmitting and orientation of the electromagnetic wave again in terms of
the direction of the electric field vector that the antenna responds to best while receiving
Polarization loss: Polarization loss results if the received electromagnetic wave is of a polarization
different from the one the antenna is designed for
Power supply subsystem: This is used to collect the solar energy, transform it to electrical power with
the help of arrays of solar cells and distribute the electrical power to other components and subsystems
of the satellite. In addition, a satellite also has batteries, which provide standby electrical power during
eclipse periods, other emergency situations and also during the launch phase of the satellite when the
solar arrays are not yet functional
Propulsion subsystem: This is the satellite subsystem used to provide the thrusts required to impart the
necessary velocity changes to execute all the manoeuvres during the lifetime of the satellite. This would
include major manoeuvres required to move the satellite from its transfer orbit to the geostationary orbit
in the case of geostationary satellites and also the smaller manoeuvres needed throughout the lifespan of
the satellite, such as those required for station keeping
Reflector antenna: This comprises a reflector and a feed antenna and is capable of offering a very high
gain. Reflector antennas are made in a variety of shapes, sizes and configurations depending upon the
type of reflector and feed antenna used
Solar panel: This is simply a series and parallel connection of a large number of solar cells to get the
desired output voltage and power delivery capability
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Specific impulse: A parameter of the propulsion system, it is the ratio of the thrust force to the mass
expelled to produce the desired thrust. It is measured in seconds. A specific impulse indicates how much
mass is to be ejected to produce a given orbit velocity increment
Structural subsystem: This is the satellite subsystem that provides the framework for mounting other
subsystems of the satellite and also an interface between the satellite and the launch vehicle
Telemetry, tracking and command (TT&C) subsystem: This is the satellite subsystem that monitors
and controls the satellite from the lift-off stage to the end of its operational life in space. The tracking
part of the subsystem determines the position of the spacecraft and follows its travel using angle, range
and velocity information. The telemetry part gathers information on the health of various subsystems of
the satellite, encodes this information and then transmits the same. The command element receives and
executes remote control commands to effect changes to the platform functions, configuration, position
and velocity
Thermal control subsystem: This is the satellite subsystem that is used to maintain the satellite plat-
form within its operating temperature limits for the type of equipment on board the satellite. It also
ensures a reasonable temperature distribution throughout the satellite structure, which is essential to
retain dimensional stability and maintain the alignment of certain critical equipments





5
Communication Techniques

In Chapters 1 to 4, after an introduction to evolution of satellites and satellite technology,
the principles of satellite launch, in-orbit operations and its functioning have been covered in
detail followed by a detailed account of satellite hardware including various subsystems that
combine to make the spacecraft. In Chapters 5, 6 and 7, the focus shifts to topics that relate
mainly to communication satellites, which account for more than 80 % of satellites present
in space, more than 80 % of applications configured around satellites and more than 80 %
of the budget spent on development of satellite technology as a whole. The topics covered
in the first of the three chapters, that is the present chapter, mainly include modulation and
demodulation techniques (both analogue and digital) and multiplexing techniques, followed by
multiple access techniques in the next chapter. Chapter 7 focuses on satellite link design related
aspects. All three chapters are amply illustrated with a large number of solved problems.

5.1 Types of Information Signals

When it comes to transmitting information over an RF communication link, be it a terrestrial
link or a satellite link, it is essentially voice or data or video. A communication link therefore
handles three types of signals, namely voice signals like those generated in telephony, radio
broadcast and the audio portion of a television broadcast; data signals produced in computer-
to-computer communications; and video signals like those generated in a television broadcast
or video conferencing. Each of these signals is referred to as a base band signal. The base band
signal is subjected to some kind of processing, known as base band processing, to convert
the signal to a form suitable for transmission. Band limiting of speech signals to 3000 Hz in
telephony and use of coding techniques in the case of digital signal transmission are examples
of base band processing. The transformed base band signal then modulates a high frequency
carrier so that it is suitable for propagation over the chosen transmission link. The demodulator
on the receiver end recovers the base band signal from the received modulated signal. Mod-
ulation, demodulation and other relevant techniques will be discussed in the following pages
of this chapter. However, before that, a brief outline on the three types of information signals
mentioned above follows.

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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5.1.1 Voice Signals

Though the human ear is sensitive to a frequency range of 20 to 20 kHz, the frequency range of
a speech signal is less than this. For the purpose of telephony, the speech signal is band limited
to an upper limit of 3400 Hz during transmission. The quality of a received analogue voice
signal has been specified by CCITT (Comité Consultating International de Télégraphique et
Téléphonique) to give a worst case base band signal-to-noise ratio of 50 dB. Here the signal
is considered to be a standard test tone and the maximum allowable base band signal noise
power is 10 nW. Apart from the signal bandwidth and signal-to-noise ratio, another important
parameter that characterizes the voice signal is its dynamic range. A speech or voice signal is
characterized to have a large dynamic range of 50 dB.

In the case of digital transmission, the quality of the recovered speech signal depends upon
the number of bits transmitted per second and the bit error rate (BER). The BER required to
give a good quality speech is considered to be 10−4; i.e. 1 bit error in 10 kB though a BER of
10−5 or better is common.

5.1.2 Data Signals

Data signals refer to a digitized version of a large variety of information services, including
voice telephony and a video and computer generated information exchange. It is indeed the
most commonly used vehicle for information transfer due to its ability to combine on a single
transmission support the data generated by a number of individual services, which is of great
significance when it comes to transmitting multimedia traffic integrating voice, video and
application data.

Again it is the system bandwidth that determines how fast the data can be sent in a given
period of time, expressed in bits per second (bps). Obviously, the bigger the size of the file to
be transferred in a given time, faster is the required data transfer rate or larger is the required
bandwidth. Transmission of a video signal requires a much larger data transmission rate (or
bandwidth) than that required by transmission of a graphics file. A graphics file requires a
much larger data transfer rate than that required by a text file. The desired data rate may
vary from a few tens of kbps to hundreds of Mbps for various information services. However,
data compression techniques allow transmission of signals at a rate much lower than that
theoretically needed to do so.

5.1.3 Video Signals

The frequency range or bandwidth of a video signal produced as a result of television quality
picture information depends upon the size of the smallest picture information, referred to as a
pixel. The larger the number of pixels, the higher is the signal bandwidth. As an example, in
the 625 line, 50 Hz television standard where each picture frame having 625 lines is split into
two fields of 312 ½ lines and the video signal is produced as a result of scanning 50 fields per
second in an interlaced scanning mode. Assuming a worst case picture pattern where pixels
alternate from black to white to generate one cycle of video output, the highest video frequency
is given by:

f =
a N

2
th

(5.1)
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where

a = aspect ratio = 4/3
N = number of lines per frame
th = time period for scanning one horizontal line

For the 625 line, 50 Hz system, it turns out to be 6.5 MHz. The above calculation does not,
however, take into account the lines suppressed during line and frame synchronization. For
actual picture transmission, the chosen bandwidth is 5 MHz for the 625 line, 50 Hz system and
4.2 MHz for the 525 line, 60 Hz system. The reduced bandwidth does not seem to have any
detrimental effect on picture quality.

5.2 Amplitude Modulation

Amplitude modulation (AM) is not used as such in any of the satellite link systems. A brief
overview of it is given as it may be used to modulate individual voice channels, which then
can be multiplexed using frequency division multiplexing before the composite signal finally
modulates another carrier.

In amplitude modulation, the instantaneous amplitude of the modulated signal varies directly
as the instantaneous amplitude of the modulating signal. The frequency of the modulated signal
remains the same as the carrier signal frequency. Figure 5.1 shows the modulating signal, the
carrier signal and the modulated signal in the case of a single tone modulating signal.

Figure 5.1 Amplitude modulation

If the modulating signal and the carrier signal are expressed respectively by vm(t) =
Vm cos ωmt and vc(t) = Vc cos ωct, then the amplitude modulated signal (vAM(t)) can be
expressed mathematically by

vAM(t) = Vc(1 + m cos ωmt) cos ωct (5.2)
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where m = modulation index = Vm/Vc. When more than one sinusoidal or cosinosoidal sig-
nals with different amplitudes modulate a carrier, the overall modulation index in that case is
given by

m = √
(m2

1 + m2
2 + m2

3 + · · · ) (5.3)

where m1, m2 and m3 are modulation indices corresponding to the individual signals. The
percentage of modulation or depth of modulation is given by (m × 100) and for a depth of
modulation equal to 100 %, m = 1 or Vm = Vc.

5.2.1 Frequency Spectrum of the AM Signal

Expanding the expression for the modulated signal given above, we get

vAM(t) = Vc cos ωct + mVc

2
cos(ωc − ωm)t + mVc

2
cos(ωc + ωm)t (5.4)

The frequency spectrum of an amplitude modulated signal in the case of a single frequency
modulating signal thus contains three frequency components, namely the carrier frequency
component (ωc), the sum frequency component (ωc + ωm) and the difference frequency com-
ponent (ωc–ωm). The sum component represents the upper side band and the difference com-
ponent the lower side band. Figure 5.2 shows the frequency spectrum.

Amplitude
Vc

(m/2)Vc(m/2)Vc

fc fc+fmfc-fm Frequency

Figure 5.2 Frequency spectrum of the AM signal for a single frequency modulating signal

It may be mentioned here that in actual practice, the modulating signal is not a single
frequency tone. In fact, it is a complex signal. This complex signal can always be represented
mathematically in terms of sinusoidal and cosinosoidal components. Thus if a given modulat-
ing signal is equivalently represented as a sum of, say, three components (ωm1, ωm2 and ωm3),
then the frequency spectrum of the AM signal, when such a complex signal modulates a
carrier, contains the frequency components ωc, ωc + ωm1, ωc − ωm1, ωc + ωm2, ωc − ωm2,
ωc + ωm3 and ωc − ωm3.
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5.2.2 Power in the AM Signal

The total power Pt in an AM signal is related to the unmodulated carrier power Pc by

Pt = Pc

(
1 + m2

2

)
(5.5)

This can be interpreted as

Pt = Pc + Pcm
2

4
+ Pcm

2

4
(5.6)

where Pcm
2/4 is the power in either of the two side bands, i.e. the upper and lower side bands.

For 100 % depth of modulation for which m = 1, the total power in an AM signal is 3Pc/2 and
the power in each of the two side bands is Pc/4 with the total side band power equal to Pc/2.
These expressions indicate that even for 100 % depth of modulation, the power contained in
the side bands, which contain actual information to be transmitted, is only one-third of the
total power in the AM signal.

The power content of different parts of the AM signal can also be expressed in terms of the
peak amplitude of an unmodulated carrier signal (Vc) as

Total power in AM signal Pt = V 2
c

2R
+ mV 2

c

8R
+ mV 2

c

8R
(5.7)

Power in either of two side bandsPs = mV 2
c

8R
(5.8)

where, R is the resistance in which the power is dissipated (e.g. antenna resistance).

5.2.3 Noise in the AM Signal

The noise performance when an AM signal is contaminated with noise will now be examined.
S, C and N are assumed to be the signal, carrier and noise power levels respectively. It is also
assumed that the receiver has a bandwidth B, which in the case of a conventional double side
band system equals 2fm, where fm is the highest modulating frequency. If Nb is the noise
power at the output of the demodulator, then

Nb = AN (5.9)

where A is the scaling factor for the demodulator. Signal power in each of the side band
frequencies at maximum is equal to one-quarter of the carrier power, as explained in the earlier
paragraphs; i.e.

SL = SU = C

4
(5.10)

and

SbL = SbU = AC

4
(5.11)
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where

SL = signal power in the lower side band frequency before demodulation
SU = signal power in the upper side band frequency before demodulation
SbL = signal power in the lower side band frequency after demodulation
SbU = signal power in the upper side band frequency after demodulation

Since both lower and upper side band frequencies are identical before and after demodu-
lation, they will add coherently in the demodulator to produce a total base band power Sb
given by

Sb = 2(SbL + SbU) = 2

(
AC

4
+ AC

4

)
= AC (5.12)

Combining the expressions for Sb and Nb gives the following relationship between Sb/Nb and
C/N:

Sb

Nb
= C

N
(5.13)

where N = NoB, with No being the noise power spectral density in W/Hz and B being the
receiver bandwidth.

This relationship is, however, valid only for a modulation index of unity. The generalized
expression for the modulation index of m will be

Sb

Nb
= m2

(
C

N

)
(5.14)

So far, a single frequency modulating signal has been discussed. In the case where the modulat-
ing signal is a band of frequencies, the frequency spectrum of the AM signal would comprise
of lower and upper frequency bands such as the one shown in Figure 5.3. Incidentally, the
spectrum shown represents a case where the modulating signal is the base band telephony
signal ranging from 300 Hz to 3400 Hz.

Amplitude

Vc

fc fc+300

(m/2)Vc

fc+3400fc-3400 fc-300

Frequency (Hz)

Figure 5.3 Frequency spectrum of the AM signal for a multifrequency modulating signal
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5.2.4 Different Forms of Amplitude Modulation

In the preceding paragraphs it was seen that the process of amplitude modulation produces
two side bands, each of which contains the complete base band signal information. Also,
the carrier contains no base band signal information. Therefore, if one of the side bands was
suppressed and only one side band transmitted, it would make no difference to the information
content of the modulated signal. In addition, it would have the advantage of requiring only
one half of the bandwidth as compared to the conventional double side band signal. If the
carrier was also suppressed before transmission, it would lead to a significant saving in the
required transmitted power for a given power in the information carrying signal. That is why,
the single side band suppressed carrier mode of amplitude modulation is very popular. In the
following paragraphs, some of the practical forms of amplitude modulation systems will be
briefly outlined.

5.2.4.1 A3E System

This is the standard AM system used for broadcasting. It uses a double side band with a
full carrier. The standard AM signal can be generated by adding a large carrier signal to the
double side band suppressed carrier (DSBSC) or simply the double side band (DSB) signal.
The DSBSC signal in turn can be generated by multiplying the modulating signal m(t) and the
carrier (cos ωct). Figure 5.4 shows the arrangement of generating the DSBSC signal.

Figure 5.4 Generation of the DSBSC signal

Demodulation of the standard AM signal is very simple and is implemented by using what is
known as the envelope detection technique. In a standard AM signal, when the amplitude of the
unmodulated carrier signal is very large, the amplitude of the modulated signal is proportional to
the modulating signal. Demodulation in this case simply reduces to detection of the envelope of
the modulated signal regardless of the exact frequency or phase of the carrier. Figure 5.5 shows

Figure 5.5 Envelope detector for demodulating standard AM signal
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the envelope detector circuit used for demodulating the standard AM signal. The capacitor (C)
filters out the high frequency carrier variations.

Demodulation of the DSBSC signal is carried out by multiplying the modulated signal by
a locally generated carrier signal and then passing the product signal through a lowpass filter
(LPF), as shown in Figure 5.6.

Figure 5.6 Demodulation of the DSBSC signal

5.2.4.2 H3E System

This is the single side band full carrier system (SSBFC). H3E transmission could be used
with A3E receivers with distortion not exceeding 5 %. One method to generate a single side
band (SSB) signal is first to generate a DSB signal first and then suppress one of the side
bands by the process of filtering using a bandpass filter (BPF). This method, known as the
frequency discrimination method, is illustrated in Figure 5.7. In practice, this approach poses
some difficulty because the filter needs to have sharp cut-off characteristics.

Figure 5.7 Frequency discrimination method for generating the SSBFC signal

Another method for generating an SSB signal is the phase shift method. Figure 5.8 shows
the basic block schematic arrangement. The blocks labelled −π/2 are phase shifters that add a
lagging phase shift of π/2 to every frequency component of the signal applied at the input to the
block. The output block can either be an adder or a subtractor. If m(t) is the modulating signal
and m′(t) is the modulating signal delayed in phase by π/2, then the SSB signal produced at
the output can be represented by

xSSB(t) = m(t) cos ωct ± m′(t) sin ωct (5.15)

The output with the plus sign is produced when the output block is an adder and with the minus
sign when the output block is a subtractor.
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Figure 5.8 Phase shift method for generating the SSBFC signal

The difference signal represents the upper side band SSB signal while the sum represents
the lower side band SSB signal. For instance, if m(t) is taken as cos ωmt, then m′(t) would be
sin ωmt. The SSB signal in the case of the minus sign would then be

cos ωmt cos ωct − sin ωmt sin ωct = cos(ωmt + ωct) = cos(ωm + ωc) t (5.16)

and in the case of the plus sign, it would be

cos ωmt cos ωct + sin ωmt sin ωct = cos(ωct − ωmt) = cos(ωc − ωm) t (5.17)

5.2.4.3 R3E System

This is the single side band reduced carrier (SSBRC) system, also called the pilot carrier
system. Re-insertion of the carrier with much reduced amplitude before transmission is aimed
at facilitating receiver tuning and demodulation. This reduced carrier amplitude is 16 dB or
26 dB below the value it would have, had it not been suppressed in the first place. This attenuated
carrier signal, while retaining the advantage of saving in power, provides a reference signal to
help demodulation in the receiver.

5.2.4.4 J3E System

This is the single side band suppressed carrier (SSBSC) system and is usually referred to as
the SSB, in which the carrier is suppressed by at least 45 dB in the transmitter. It was not
popular initially due to the requirement for high receiver stability. However, with the advent
of synthesizer driven receivers, it has now become the standard form of radio communication.

Generation of SSB signals was briefly described in earlier paragraphs. Suppression of the
carrier in an AM signal is achieved in the building block known as the balanced modulator
(BM). Figure 5.9 shows the typical circuit implemented using field effect transistors (FETs).
The modulating signal is applied in push–pull to a pair of identical FETs as shown and, as a
result, the modulating signals appearing at the gates of the two FETs are 180◦ out of phase.
The carrier signal, as is evident from the circuit, is applied to the two gates in phase. The
modulated output currents of the two FETs produced as a result of their respective gate signals
are combined in the centre tapped primary of the output transformer. If the two halves of the
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Figure 5.9 Balanced modulator

circuit are perfectly symmetrical, it can be proved with the help of simple mathematics that the
carrier signal frequency will be completely cancelled in the modulated output and the output
would contain only the modulating frequency, the sum frequency and the difference frequency
components. The modulating frequency component can be removed from the output by tuning
the output transformer.

Demodulation of SSBSC signals can be implemented by using a coherent detector scheme,
as outlined in case of demodulation of the DSBSC signal in earlier paragraphs. Figure 5.10
shows the arrangement.

Figure 5.10 Coherent detector for demodulation of the SSBSC signal

5.2.4.5 B8E System

This system uses two independent side bands with the carrier either attenuated or suppressed.
This form of amplitude modulation is also known as independent side band (ISB) transmission
and is usually employed for point-to-point radio telephony.

5.2.4.6 C3F System

Vestigial side band (VSB) transmission is the other name for this system. It is used for trans-
mission of video signals in commercial television broadcasting. It is a compromise between
SSB and DSB modulation systems in which a vestige or part of the unwanted side band is also
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transmitted, usually with a full carrier along with the other side band. The typical bandwidth
required to transmit a VSB signal is about 1.25 times that of an SSB signal. VSB transmission
is used in commercial television broadcasting to conserve bandwidth. Figure 5.11 shows the
spectrum of transmitted signals in the case of NTSC (National Television System Committee)
TV standards followed in the United States, Canada and Japan Figure 5.11 (a) and PAL (Phase
Alternation Line) TV standards followed in Europe, Australia and elsewhere [Figure 5.11 (b)].
As can be seen from the two figures, if the channel width is from, say, A to B MHz, the picture
carrier is at (A + 1.25) MHz and the sound carrier is at (B − 0.25) MHz.

Figure 5.11 (a) NTSC TV standard signal and (b) PAL TV standard signal

The VSB signal can be generated by passing a DSB signal through an appropriate side band
shaping filter, as shown in Figure 5.12. The demodulation scheme for the VSB signal is shown
in Figure 5.13.
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Figure 5.12 Generation of the VSB Signal

Figure 5.13 Demodulation of the VSB signal

Problem 5.1
Compute the saving in power in case of an SSBSC signal as compared to a standard AM
signal for (a) modulation index, m = 0.5 and (b) modulation index, m = 1.

Solution: Total power in case of standard AM signal is given by

Pt = Pc

(
1 + m2

2

)

and total power in case of SSBSC signal is given by

Pt = Pc

(
m2

4

)

(a) For m = 0.5, in case of standard AM signal, Pt = 1.125 × Pc and for SSBSC signal
Pt = 0.0625 × Pc
Therefore, percentage saving in power = [(1.125Pc − 0.0625Pc)/1.125Pc] × 100% =
94.4%

(b) For m = 1, in case of standard AM signal, Pt = 1.5 × Pc and for SSBSC signal Pt =
0.25 × Pc

Therefore, percentage saving in power = [(1.5Pc − 0.25Pc)/1.5Pc] × 100% = 83.3%

Problem 5.2
A 500 watt carrier signal is amplitude modulated with a modulation percentage of 60 %.
Compute the total power in the modulated signal if the form of amplitude modulation used
is (a) A3E and (b) J3E.

Solution: (a) A3E is the double side band AM with a full carrier. The total power in the
modulated signal in this case is given by

Pt = Pc

(
1 + m2

2

)
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Here Pc = 500 watt and m = 0.6. Therefore, Pt = 500 × [1 + (0.6 × 0.6/2)] = 500 ×
1.18 = 590 watt.
(b) J3E is a single side band suppressed carrier system. The total power in this case is
given by

Pt = Pc

(
m2

4

)

Therefore, Pt = Pc(m2/4) = 500 × (0.6 × 0.6/4) = 45 watt.

Problem 5.3
The standard AM signal (A3E form of AM) broadcast from a station has an average percent
of modulation of 60 %. If it is decided to shift to J3E form of transmission, what would be
average power saving if the signal strength in the reception area is to remain unaltered?

Solution: A3E is the double side band AM with full carrier. Total power in the modulated
signal would then be

Pt = Pc

(
1 + m2

2

)

Substituting the value of (m), we get

Pt = 1.18 × Pc

In case of J3E transmission,

Pt = Pc

(
m2

4

)

Substituting the value of (m), we get
Pt = 0.09 × Pc

Percentage power saving = [(1.18Pc − 0.09Pc)/1.18Pc] × 100% = 1.09/1.18 × 100% =
92.4%

Problem 5.4
A message signal m(t) is band-limited to ωM. It is frequency translated by multiplying it by
a signal A cos ωct. What should be the value of ωc, if the bandwidth of the resultant signal
is 0.5 % of the carrier frequency ωc.

Solution: Multiplication of the two signals gives an amplitude modulated signal with sum
(ωc + ωM) and difference (ωc − ωM) frequency components. The bandwidth of the resultant
signal is 2ωM. Now, 0.5ωc/100 = 2ωM. Therefore, ωc = 400ωM.

5.3 Frequency Modulation

In frequency modulation (FM), the instantaneous frequency of the modulated signal varies
directly as the instantaneous amplitude of the modulating or the base band signal. The rate
at which these frequency variations take place is of course proportional to the modulating
frequency. If the modulating signal is expressed by vm = Vm cos ωmt, then the instantaneous
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frequency f of an FM signal is mathematically expressed by

f = fc(1 + KVm cos ωmt) (5.18)

where

fc = unmodulated carrier frequency
Vm cos ωmt = instantaneous modulating voltage
Vm = peak amplitude of the modulating signal
ωm = modulating frequency
K = constant of proportionality

The instantaneous frequency is maximum when cos ωmt = 1 and minimum when
cos ωmt = −1. This gives

fmax = fc(1 + KVm) and fmin = fc(1 − KVm)

where, fmax is the maximum instantaneous frequency and fmin is the minimum instantaneous
frequency.

Frequency deviation (δ) is one of the important parameters of an FM signal and is given by
(fmax − fc) or (fc − fmin). This gives

Frequency deviation δ = fmax − fc = fc − fmin = KVmfc (5.19)

Figures 5.14 (a) to (c) show the modulating signal (taken as a single tone signal in this
case), the unmodulated carrier and the modulated signal respectively. An FM signal can be

Figure 5.14 Frequency modulation
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mathematically represented by

vFM(t) = A sin[ωct + (δ/fm) sin ωmt] = A sin[ωct + mf sin ωmt] (5.20)

where mf = modulation index = δ/fm. A is the amplitude of the modulated signal which in
turn is equal to the amplitude of the carrier signal.

The depth of modulation in the case of an FM signal is defined as the ratio of the frequency
deviation (δ) to the maximum allowable frequency deviation. The maximum allowable fre-
quency deviation is different for different services and is also different for different standards,
even for a given type of service using this form of modulation. For instance, the maximum
allowable frequency deviation for a commercial FM radio broadcast is 75 kHz. It is 50 kHz for
an FM signal of television sound in CCIR (Consultative Committee on International Radio)
standards and 25 kHz for an FM signal of television sound in FCC (Federal communications
commission) standards. Therefore,

Depth of modulation for commercial FM radio broadcast = δ(in kHz)/75
Depth of modulation for TV FM sound in CCIR standards = δ(in kHz)/50
Depth of modulation for TV FM sound in FCC standards = δ(in kHz)/25

5.3.1 Frequency Spectrum of the FM Signal

We have seen that an FM signal involves a sine of a sine. The solution of this expression
involves the use of Bessel functions. The expression for the FM signal can be rewritten as

vFM(t) = A{J0(mf ) sin ωct + J1(mf )[sin(ωc + ωm)t − sin(ωc − ωm)t]

+ J2(mf )[sin(ωc + 2ωm)t − sin(ωc − 2ωm)t]

+ J3(mf )[sin(ωc + 3ωm)t − sin(ωc − 3ωm)t] + · · · } (5.21)

Thus the spectrum of an FM signal contains the carrier frequency component and appar-
ently an infinite number of side bands. In general, Jn(mf ) is the Bessel function of the first
kind and nth order. It is evident from this expression that it is the value of mf and the
value of the Bessel functions that will ultimately decide the number of side bands having
significant amplitude and therefore bandwidth. Figure 5.15 shows how the carrier and side
band amplitudes vary as a function of the modulation index. In fact, the curves shown in
Figure 5.15 are nothing but plots of J0(mf ), J1(mf ), J2(mf ), J3(mf ), . . . as a function of mf .
Also, J0(mf ), J1(mf ), J2(mf ), J3(mf ), . . . respectively represent the amplitudes of the carrier,
the first side band, the second side band, the third side band and so on.

The following observations can be made from this expression:

1. For every modulating frequency, the FM signal contains an infinite number of side bands
in addition to the carrier frequency. In an AM signal, there are only three frequency com-
ponents, i.e. the carrier frequency, the lower side band frequency and the upper side band
frequency.

2. The modulation index (mf ) determines the number of significant side bands. The higher
the modulation index, more the number of significant side bands. Figure 5.16 shows the
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Figure 5.15 Variation of carrier and side band amplitudes as a function of the modulation index

spectra of FM signals for a given sinusoidal modulating signal for different values of the
modulation index. As is evident from the figure, a higher modulation index leads to a larger
number of side band frequency components having significant amplitude, i.e. side band
frequency components having an appreciable relative amplitude.

Figure 5.16 Spectra of FM signals for different values of the modulation index
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3. The side band distribution is symmetrical about the carrier frequency. The pair of side band
frequencies for which the Bessel function has a negative value signifies a 180◦ phase change
for that pair.

4. In the case of an AM signal, when the modulation index increases so does the side band
power and hence the transmitted power. In the case of an FM signal also, as the modulation
index increases, the side band power increases. However, it does so only at the cost of carrier
power so that the total transmitted power remains constant.

5. In FM, the carrier component can disappear completely for certain specific values of mf for
which J0(mf ) becomes zero. These values are 2.4, 5.5, 8.6, 11.8 and so on.

5.3.2 Narrow Band and Wide Band FM

An FM signal, whether it is a narrow band FM signal or a wide band FM signal, is decided by
its bandwidth and in turn by its modulation index. For a modulation index mf much less than
1, the signal is considered as the narrow band FM signal. It can be shown that for mf less than
0.2, 98 % of the normalized total signal power is contained within the bandwidth as given by:

Bandwidth = 2(mf + 1)ωm ≈ 2ωm for mf � 1 (5.22)

where ωm is the sinusoidal modulating frequency.
In the case of an FM signal with an arbitrary modulating signal m(t) band limited to ωM,

another parameter called the deviation ratio (D) can be defined as

D = maximum frequency deviation

bandwidth of m(t)
(5.23)

The deviation ratio D has the same significance for arbitrary modulation as the modulation
index mf for sinusoidal modulation. The bandwidth in this case is given by

Bandwidth = 2(D + 1)ωM (5.24)

This expression for bandwidth is generally referred to as Carson’s rule.
In the case of D � 1, the FM signal is considered as narrow band signal and the bandwidth

is given by the expression

Bandwidth = 2(D + 1)ωM ≈ 2ωM (5.25)

In the case mf � 1 (for sinusoidal modulation) or D � 1 (for an arbitrary modulation signal
band limited to ωM), the FM signal is termed as the wide band FM. The bandwidth of a wide
band FM signal in the case of a sinosoidal modulating signal is given by

Bandwidth ≈ 2mfωm (5.26a)
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The bandwidth of a wide band FM signal in case of an arbitrary modulating signal band limited
to ωM is given by

Bandwidth ≈ 2DωM (5.26b)

5.3.3 Noise in the FM Signal

It will be seen in the following paragraphs that frequency modulation is much less affected
by the presence of noise as compared to the effect of noise on an amplitude modulated signal.
Whenever a noise voltage with peak amplitude Vn is present along with a carrier voltage of peak
amplitude Vc, the noise voltage amplitude modulates the carrier with a modulation index equal
to Vn/Vc. It also phase modulates the carrier with a phase deviation equal to sin−1(Vn/Vc).
This expression for phase deviation results when a single frequency noise voltage is considered
vectorially and the noise voltage vector is superimposed on the carrier voltage vector, as shown
in Figure 5.17. An FM receiver is not affected by the amplitude change as it can be removed
in the limiter circuit inside the receiver. Also, an AM receiver will not be affected by the
phase change. It is therefore the effect of phase change on the FM receiver and the effect of
amplitude change on the AM receiver that can be used as the yardstick for determining the
noise performance of the two modulation techniques. Two very important aspects that need
to be addressed when the two communication techniques are compared vis-à-vis their noise
performance are the effects of the modulation index and the signal-to-noise ratio at the receiver
input. These are considered in the following paragraphs and are suitably illustrated with the
help of examples.

Figure 5.17 Effect of noise on signal

5.3.3.1 Effect of the Modulation Index

Let us take the case of noise voltage amplitude being one-fourth of the carrier amplitude. The
carrier-to-noise voltage ratio of 4 is equivalent to the carrier-to-noise power ratio of 16 or
12 dB. The reasons for taking these figures will be obvious in the latter part of this section.
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A modulating frequency of 15 kHz is assumed, which is the highest possible frequency for
voice communication. A modulation index of unity for both AM and FM is considered. In
the case of an AM receiver, the noise-to-signal ratio will be 0.25 or 25 % as the noise voltage
amplitude is one-fourth of the carrier voltage amplitude. In the case of an FM receiver, the
noise-to-signal ratio will be 14.5◦/57.3◦(1 radian = 57.3o). This equals 0.253 or 25.3 %. Thus,
when a signal-to-noise ratio of 12 dB and a unity modulation index for AM and FM systems
is assumed, the noise performance of the two systems is more or less the same, slightly better
in the case of the AM system.

The effect of change in modulating noise frequencies will now be examined. It should be
remembered that the noise frequency will interfere with the desired signals only when the
noise difference frequency, i.e. the frequency produced by the mixing action of the carrier and
noise frequencies, lies within the pass band of the receiver. A change in modulating and noise
difference frequencies does not have any effect on the noise modulation index and signal
modulation index in the case of AM. As a result, the noise-to-signal ratio in the case of
AM remains unaltered. In the case of FM, when the noise difference frequency is lowered,
there again is no effect of this change on the noise modulation index as a constant noise-to-
carrier voltage means a constant phase modulation due to noise and hence a constant noise
modulation index. However, a reduction in modulating frequency implies an increase in the
signal modulation index in the same proportion. This leads to a reduction in the noise-to-signal
ratio in the same proportion. For instance, in the example considered earlier, if the modulating
frequency is decreased from 15 kHz to 30 Hz, the noise-to-signal ratio in the case of FM will
reduce to (0.253 × 30/15000) = 0.0005 or 0.05 %, while the noise-to-signal ratio in the case
of AM remains the same at 0.25 or 25 %.

Figure 5.18 shows how noise at the receiver output varies with the noise difference frequency
or noise side band frequency assuming that noise frequencies are evenly spread over the entire
pass band of the receiver. Figure 5.18 (a) is for the case where mf = 1 at the highest modu-
lating frequency and Figure 5.18 (b) depicts the case where mf = 5 at the highest modulating
frequency. A rectangular distribution in the case of AM is obvious.

5.3.3.2 Effect of the Signal-to-Noise Ratio

An FM receiver uses a limiter circuit that precedes the FM demodulator. The idea behind the
use of a limiter circuit is the fact that any amplitude variations in an FM signal are spurious
and contain no intelligence information. Since FM demodulator circuits to some extent re-
spond to amplitude variations, removing these amplitude variations results in a better noise
performance in an FM receiver. The amplitude limiter acts on the stronger signals and tends
to reject the weaker signals. Thus when the signal-to-noise ratio at the limiter input is very
low, i.e. when the signal is weak, the FM system offers a poorer performance as compared
to an AM system. The FM system offers a better performance with respect to an AM sys-
tem only when the signal-to-noise ratio is above a certain threshold value, which is 8 dB (or
9 dB). This is depicted in Figure 5.19. It is clear from the curves shown in Figure 5.19, the
FM system offers full improvement over the AM system when the signal-to-noise ratio is
about 3 dB greater than this threshold of 9 dB. It is evident from Figure 5.19 that the AM
system has a definite advantage as compared to the FM system for an input signal-to-noise
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Figure 5.18 (a) Noise in the FM and AM signals for the modulation index equal to 1. (b) Noise in FM
and AM signals for the modulation index equal to 5

ratio less than 9 dB. Improvement of the FM system over the AM system is visible for an
input signal-to-noise ratio greater than 9dB. The quantum of improvement increases with
an increase in the signal-to-noise ratio until it reaches its maximum value at the signal-
to-noise ratio of 12 dB. From then onwards, FM offers this maximum improvement over
AM. It may be mentioned that the first threshold (point X) represents a modulation index
(mf ) of unity and the second threshold (point Y) corresponds to a modulation index (mf )
equal to the deviation ratio, which is the ratio of maximum frequency deviation to maximum
modulating frequency.
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Figure 5.19 Signal-to-noise ratio in FM and AM systems

In summary, it can be stated that an FM system offers a better performance than an AM
system provided:

1. The modulation index is greater than unity.
2. The amplitude of the carrier is greater than the maximum noise peak amplitudes.
3. The receiver is insensitive to amplitude variations.

5.3.3.3 Pre-emphasis and De-emphasis

In the case of FM, noise has a greater effect on higher modulating frequencies than it has on
lower ones. This is because of the fact that FM results in smaller values of phase deviation at the
higher modulating frequencies whereas the phase deviation due to white noise is constant for all
frequencies. Due to this, the signal-to-noise ratio deteriorates at higher modulating frequencies.
If the higher modulating frequencies above a certain cut-off frequency were boosted at the
transmitter prior to modulation according to a certain known curve and then reduced at the
receiver in the same fashion after the demodulator, a definite improvement in noise immunity
would result. The process of boosting the higher modulating frequencies at the transmitter and
then reducing them in the receiver are respectively known as pre-emphasis and de-emphasis.
Figure 5.20 shows the pre-emphasis and de-emphasis curves.

Having discussed various aspects of noise performance of an FM system, it would be
worthwhile presenting the mathematical expression that could be used to compute the base
band signal-to-noise ratio at the output of the demodulator. Without getting into intricate
mathematics, the following expression can be written for the base band signal-to-noise ratio
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Figure 5.20 Pre-emphasis and de-emphasis curves

(Sb/Nb):

Sb

Nb
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N

)
(5.27)

where

fd = frequency deviation
fm = highest modulating frequency
B = receiver bandwidth
C = carrier power at the receiver input
N = noise power (kTB) in bandwidth (B)

The above expression does not take into account the improvement due to the use of pre-emphasis
and de-emphasis. In that case the expression is modified to

Sb

Nb
=

(
fd

f1

)2 (
B

fm

) (
C

N

)
(5.28)

where f1 = cut-off frequency for the pre-emphasis/de-emphasis curve.

5.3.4 Generation of FM Signals

In the case of an FM signal, the instantaneous frequency of the modulated signal varies directly
as the instantaneous amplitude of the modulating or base band signal. The rate at which these
frequency variations take place is of course proportional to the modulating frequency. Though
there are many possible schemes that can be used to generate the signal characterized above,
all of them depend simply on varying the frequency of an oscillator circuit in accordance with
the modulating signal input.

One of the possible methods is based on the use of a varactor (a voltage variable capacitor)
as a part of the tuned circuit of an L–C oscillator. The resonant frequency of this oscillator will
not vary directly with the amplitude of the modulating frequency as it is inversely proportional
to the square root of the capacitance. However, if the frequency deviation is kept small,
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the resulting FM signal is quite linear. Figure 5.21 shows the typical arrangement when the
modulating signal is an audio signal. This is also known as the direct method of generating
an FM signal, as in this case the modulating signal directly controls the carrier frequency.

Figure 5.21 L–C oscillator based direct method of FM signal generation

Another direct method scheme that can be used for generation of an FM signal is the reactance
modulator. In this, the reactance offered by a three-terminal active device such as an field effect
transistor (FET) or a bipolar junction transistor (BJT) forms a part of the tuned circuit of the
oscillator. The reactance in this case is made to vary in accordance with the modulating signal
applied to the relevant terminal of the active device. For example, in the case of FET, the
drain source reactance can be shown to be proportional to the transconductance of the device,
which in turn can be made to depend upon the bias voltage at its gate terminal. The main
advantage of using the reactance modulator is that large frequency deviations are possible and
thus less frequency multiplication is required. One of the major disadvantages of both these
direct method schemes is that carrier frequency tends to drift and therefore additional circuitry
is required for frequency stabilization. The problem of frequency drift is overcome in crystal
controlled oscillator schemes.

Although it is known that, crystal control provides a very stable operating frequency, the
exact frequency of oscillation in this case mainly depends upon the crystal characteristics and
to a very small extent on the external circuit. For example, a capacitor connected across the
crystal can be used to change its frequency, typically from 0.001 % to 0.005 %. The frequency
change may be linear only up to a change of 0.001 %. Thus a crystal oscillator can be frequency
modulated over a very small range by a parallel varactor. The frequency deviation possible
with such a scheme is usually too small to be used directly. The frequency deviation in this
case is then increased by using frequency multipliers as shown in Figure 5.22.

Another approach that eliminates the requirement of extensive chains of frequency multipli-
ers is an indirect method where frequency deviation is not introduced at the source of the RF
carrier signal, i.e. the oscillator. The oscillator in this case is crystal controlled to get the de-
sired stability of the unmodulated carrier frequency and the frequency deviation is introduced
at a later stage. The modulating signal phase modulates the RF carrier signal produced by
the crystal controlled oscillator. Since, frequency is simply the rate of change of phase, phase
modulation of the carrier has an associated frequency modulation. Introduction of a leading
phase shift would lead to an increase in the RF carrier frequency and a lagging phase shift
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Figure 5.22 Crystal oscillator based scheme for FM signal generation

results in a reduced RF carrier frequency. Thus, if the phase of the RF carrier is shifted by
the modulating signal in a proper way, the result is a frequency modulated signal. Since phase
modulation also produces little frequency deviation, a frequency multiplier chain is required
in this case too. Figure 5.23 shows the typical schematic arrangement for generating an FM
signal via the phase modulation route.

Figure 5.23 Indirect method of generating an FM signal by employing phase modulation

5.3.5 Detection of FM Signals

Detection of an FM signal involves the use of some kind of frequency discriminator circuit
that can generate an electrical output directly proportional to the frequency deviation from the
unmodulated RF carrier frequency. The simplest of the possible circuits would be the balanced
slope detector, which makes use of two resonant circuits, one off-tuned to one side of the
unmodulated RF carrier frequency and the other off-tuned to the other side of it. Figure 5.24
shows the basic circuit. When the input to this circuit is at the unmodulated carrier frequency,
the two off-tuned slope detectors (or the resonant circuits) produce equal amplitude but out-
of-phase outputs across them. The two signals, after passing through their respective diodes,
produce equal amplitude opposing DC outputs, which combine together to produce a zero
or near-zero output. When the received signal frequency is towards either side of the centre
frequency, one output has a higher amplitude than the other to produce a net DC output across
the load. The polarity of the output produced depends on which side of the centre frequency
the received signal is. Figure 5.25 explains all of this. Such a detector circuit, however, does
not find application for voice communication because of its poor response linearity.
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Figure 5.24 Basic circuit of the balanced slope detector (IF, intermediate frequency)

Another class of FM detectors, known as quadrature detectors, use a combination of two
quadrature signals, i.e. two signals 90◦ out of phase, to obtain the frequency discrimination
property. One of the two signals is the FM signal to be detected and its quadrature counterpart
is generated by using either a capacitor or an inductor, as shown in Figure 5.26. The two signals
here have been labelled Ea and Eb.

Figure 5.25 Output of the balanced slope detector
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Figure 5.26 Generation of the quadrature signal

If the secondary of the transformer in the arrangements of Figure 5.26 is tuned to the
unmodulated carrier frequency, then at this frequency, Ea and Eb are 90◦ out of phase, as shown
in Figure 5.27 (a). The phase difference between Ea and Eb is greater than 90◦ when the input
frequency is less than the unmodulated carrier frequency [Figure 5.27 (b)] and less than 90◦,
in case the input frequency is greater than the unmodulated carrier frequency [Figure 5.27 (c)].
The resultant is a signal that is proportional to EaEb cos φ, where φ is the phase deviation
from 90◦. This in fact forms the basis of two of the most commonly used FM detectors, namely
the Foster–Seeley frequency discriminator and the ratio detector.

Figure 5.27 Phase diagrams of FM signals

In the Foster–Seeley frequency discriminator circuit of Figure 5.28 (a), the two quadrature
signals are provided by the primary signal (Ep) as appearing at the centre tap of secondary and
Eb. It should be appreciated that Ea and Eb are 180◦ out of phase and also that Ep, available
at the centre tap of the secondary, is 90◦ out of phase with the total secondary signal. Signals
E1 and E2 appearing across the two halves of the secondary have equal amplitudes when
the received signal is at the unmodulated carrier frequency as shown in the phasor diagrams
Figure 5.28 (b). E1 and E2 cause rectified currents I1 and I2 to flow in the opposite directions,
with the result that voltage across R1 and R2 are equal and opposite. The detected voltage
is zero for R1 = R2. The conditions when the received signal frequency deviates from the
unmodulated carrier frequency value are also shown in the phasor diagrams. In the case of
frequency deviation, there is a net output voltage whose amplitude and polarity depends upon
the amplitude and sense of frequency deviation. The frequency response curve for this type of
FM discriminator circuit is also given in the Figure 5.28 (c).

Another commonly used FM detector circuit is the ratio detector. This circuit has the advan-
tage that it is insensitive to short term amplitude fluctuations in the carrier and therefore does not
require an additional limiter circuit. The circuit configuration, as shown in Figure 5.29, is sim-
ilar to the one given in the Foster–Seeley frequency discriminator circuit except for a couple of
changes. These are a reversal of diode connections and the addition of a large capacitor (C5). The
time constant (R1 + R2)C5 is much larger than the time period of even the lowest modulating
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Figure 5.28 Foster–Seeley frequency discriminator (AFC, automatic frequency control)

frequency of interest. The detected signal in this case appears across the C3–C4 junction. The
sum output across R1–R2 and hence across C3–C4 remains constant for a given carrier level
and is also insensitive to rapid fluctuations in the carrier level. However, if the carrier level
changes very slowly, C5 charges or discharges to the new carrier level. The detected signal is
therefore not only proportional to the frequency deviation but also depends upon the average
carrier level.
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Figure 5.29 Ratio detector

Yet another form of FM detector is the one implemented using a phase locked loop (PLL).
A PLL has a phase detector (usually a double balanced mixer), a lowpass filter and an error
amplifier in the forward path and a voltage controlled oscillator (VCO) in the feedback path.
The detected output appears at the output of the error amplifier, as shown in Figure 5.30. A
PLL-based FM detector functions as follows.

Figure 5.30 PLL based FM detector

The FM signal is applied to the input of the phase detector. The VCO is tuned to a nominal
frequency equal to the unmodulated carrier frequency. The phase detector produces an error
voltage depending upon the frequency and phase difference between the VCO output and the
instantaneous frequency of the input FM signal. As the input frequency deviates from the
centre frequency, the error voltage produced as a result of frequency difference after passing
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through the lowpass filter and error amplifier drives the control input of the VCO to keep its
output frequency always in lock with the instantaneous frequency of the input FM signal. As
a result, the error amplifier always represents the detected output. The double balanced mixer
nature of the phase detector suppresses any carrier level changes and therefore the PLL-based
FM detector requires no additional limiter circuit.

A comparison of the three types of FM detector reveals that the Foster–Seeley type frequency
discriminator offers excellent linearity of response, is easy to balance and the detected output
depends only on the frequency deviation. However, it needs high gain RF and IF stages to ensure
limiting action. The ratio detector circuit, on the other hand, requires no additional limiter
circuit; detected output depends both on the frequency deviation as well as on the average
carrier level. However, it is difficult to balance. The PLL-based FM detector offers excellent
reproduction of the modulating signal, is easy to balance and has low cost and high reliability.

Problem 5.5
An FM signal is represented by the equation v(t) = 10 sin

(
7.8 × 108t + 6 sin 1450t

)
.

Determine the unmodulated carrier frequency, the modulating frequency and the mod-
ulation index.

Solution:
Comparing the given equation with standard form of equation for FM signal given by
v(t) = Vm sin (ωct +m sinωmt).
Unmodulated carrier frequency, ωc = 7.8 × 108 or fc = (7.8 × 108/2�)Hz = 124.14 MHz
Modulation index, m = 6
Modulating frequency, ωm = 1450 or fm = 1450/2� = 230.77 Hz

Problem 5.6
An FM signal is represented by v(t) = 15 cos

[
108�t + 6 sin

(
2 × 103�t

)]
. Determine (a)

Maximum phase deviation and (b) Maximum frequency deviation

Solution:
Comparing the given equation with the standard form of FM signal expression, we get,
(ωct + �) = [(108�

)
t + 6 sin

(
2 × 103�t

)]
. Therefore, phase (�) = 6 sin 2�(103)t. This

gives maximum phase deviation �max = 6 radian.
Frequency is nothing but rate of change of phase. Therefore, maximum frequency deviation
is nothing but maximum value of (d�/dt).
Now, (d�/dt) = 6 × 2�(103) cos 2�(103)t = 12�(103) cos 2�(103)t

Maximum frequency deviation = 12�(103) radian/sec = 6 kHz

Problem 5.7
An FM signal is represented by

v(t) = 15 cos [2�(108)t + 150 cos 2�(103)t]

Determine the bandwidth of the signal. Also write the expression for the instantaneous
frequency of the signal.
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Solution: Comparing the given expression with the standard expression for the FM signal,
we get the value of modulation index (mf ) as

mf = 150

The modulating frequency fm = 2�(103)/(2�) = 1 kHz. Therefore, the frequency deviation
ı = 150 × 1 kHz = 150 kHz. The bandwidth can now be computed from:

Bandwidth = 2(mf + 1)fm = (2 × 151 × 1)kHz = 302 kHz

Expression for instantaneous frequency can be written by taking the derivative of the
expression for instantaneous phase �, where

� = 2�(108)t + 150 cos 2�(103)t

Instantaneous frequency ω = d�
dt

= 2�(108) − 150 × 2�(103) sin 2�(103)t

= 2�(108) − 300�(103) sin 2�(103)t

f = 108 − 150(103) sin 2�(103)t

Problem 5.8
A 95 MHz carrier is frequency modulated by a sinusoidal signal and the modulated signal
is such that maximum frequency deviation achieved is 50 kHz. Determine the modulation
index and bandwidth of the modulated signal, if the modulating signal frequency is (a)
1 kHz and (b) 100 kHz.

Solution:
In the first case, frequency deviation = 50 kHz and modulating frequency = 1 kHz
Therefore, modulation index = (50 × 103)/(1 × 103) = 50
Bandwidth = [2 × (50 + 1) × 1] kHz = 102 kHz
In the second case, modulating frequency = 100 kHz
Therefore, modulation index = (50 × 103)/(100 × 103) = 0.5
Bandwidth = [2 × (0.5 + 1) × 100] kHz = 300 kHz

Problem 5.9
Find the bandwidth of an FM signal produced in a commercial FM broadcast with mod-
ulating signal frequency being in the range of 50 Hz to 15 kHz and maximum allowable
frequency deviation being 75 kHz.

Solution:
Maximum allowed frequency deviation = 75 kHz and highest modulating frequency =
15 KHz
Therefore, deviation ratio, D = (75 × 103)/(15 × 103) = 5
Bandwidth = 2 (D + 1) fm = [2 × (5 + 1) × 15] kHz = 180 kHz
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Problem 5.10
A carrier when frequency modulated by a certain sinusoidal signal of 1 kHz produces a
modulated signal with a bandwidth of 20 kHz. If the same carrier signal is frequency mod-
ulated by another modulating signal whose peak amplitude is 3 times that of the previous
signal and the frequency is one-half of the previous signal, determine the bandwidth of the
new modulated signal.

Solution: The bandwidth = 2(mf + 1)fm. This gives 2(mf + 1) × 1 = 20 or mf = 9. Since
the amplitude of the new modulating signal is 3 times that of the previous signal, it will
produce a frequency deviation that is 3 times that produced by the previous signal. Also,
new modulating frequency is one-half of the previous signal frequency. Therefore, the new
modulation index, which is the ratio of the frequency deviation to the modulating frequency,
will be 6 times that produced by the previous signal. Therefore,

New modulation index = 9 × 6 = 54

New bandwidth = 2(mf + 1)fm = [2 × (54 + 1) × 0.5]kHz = 55 kHz

5.4 Pulse Communication Systems

Pulse communication systems differ from continuous wave communication systems in the
sense that the message signal or intelligence to be transmitted is not supplied continuously as
in case of AM or FM. In this case, it is sampled at regular intervals and it is the sampled data that
is transmitted. All pulse communication systems fall into either of two categories, namely ana-
logue pulse communication systems and digital pulse communication systems. Analogue and
digital pulse communication systems differ in the mode of transmission of sampled information.
In the case of analogue pulse communication systems, representation of the sampled amplitude
may be infinitely variable whereas in the case of digital pulse communication systems, a code
representing the sampled amplitude to the nearest predetermined level is transmitted.

5.4.1 Analogue Pulse Communication Systems

Important techniques that fall into the category of analogue pulse communication systems
include:

1. Pulse amplitude modulation
2. Pulse width (or duration) modulation
3. Pulse position modulation

5.4.1.1 Pulse Amplitude Modulation

In the case of pulse amplitude modulation (PAM), the signal is sampled at regular intervals
and the amplitude of each sample, which is a pulse, is proportional to the amplitude of the
modulating signal at the time instant of sampling. The samples, shown in Figure 5.31, can have
either a positive or negative polarity. In a single polarity PAM, a fixed DC level can be added
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to the signal, as shown in Figure 5.31 (c). These samples can then be transmitted either by a
cable or used to modulate a carrier for wireless transmission. Frequency modulation is usually
employed for the purpose and the system is known as PAM-FM.

Figure 5.31 Pulse amplitude modulation

5.4.1.2 Pulse Width Modulation

In the case of pulse width modulation (PWM), as shown in Figure 5.32, the starting time of
the sampled pulses and their amplitude is fixed. The width of each pulse is proportional to the
amplitude of the modulating signal at the sampling time instant.

Figure 5.32 Pulse width modulation

5.4.1.3 Pulse Position Modulation

In the case of pulse position modulation (PPM), the amplitude and width of the sampled pulses
is maintained as constant and the position of each pulse with respect to the position of a
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recurrent reference pulse varies as a function of the instantaneous sampled amplitude of the
modulating signal. In this case, the transmitter sends synchronizing pulses to operate timing
circuits in the receiver.

A pulse position modulated signal can be generated from a pulse width modulated signal. In a
PWM signal, the position of the leading edges is fixed whereas that of the trailing edges depends
upon the width of the pulse, which in turn is proportional to the amplitude of the modulating
signal at the time instant of sampling. Quite obviously, the trailing edges constitute the pulse
position modulated signal. The sequence of trailing edges can be obtained by differentiating the
PWM signal and then clipping the leading edges as shown in Figure 5.33. Pulse width modula-
tion and pulse position modulation both fall into the category of pulse time modulation (PTM).

Figure 5.33 Pulse position modulation

5.4.2 Digital Pulse Communication Systems

Digital pulse communication techniques differ from analogue pulse communication techniques
described in the previous paragraphs in the sense that in the case of analogue pulse modulation
the sampling process transforms the modulating signal into a train of pulses, with each pulse
in the pulse train representing the sampled amplitude at that instant of time. It is one of
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the characteristic features of the pulse, such as amplitude in the case of PAM, width in the
case of PWM and position of leading or trailing edges in the case of PPM, that is varied
in accordance with the amplitude of the modulating signal. What is important to note here
is that the characteristic parameter of the pulse, which is amplitude or width or position, is
infinitely variable. As an illustration, if in the case of pulse width modulation, every volt of
modulating signal amplitude corresponded to 1 μs of pulse width, then 5.23 volt and 5.24 volt
amplitudes would be represented by 5.23μs and 5.24 μs respectively. Further, there could be
any number of amplitudes between 5.23 volts and 5.24 volts. It is not the same in the case of
digital pulse communication techniques, to be discussed in the paragraphs to follow, where
each sampled amplitude is transmitted by a digital code representing the nearest predetermined
level.

Important techniques that fall into the category of digital pulse communication systems
include:

1. Pulse code modulation (PCM)
2. Differential PCM
3. Delta modulation
4. Adaptive delta modulation

5.4.2.1 Pulse Code Modulation

In pulse code modulation (PCM), the peak-to-peak amplitude range of the modulating signal
is divided into a number of standard levels, which in the case of a binary system is an integral
power of 2. The amplitude of the signal to be sent at any sampling instant is the nearest standard
level. For example, if at a particular sampling instant, the signal amplitude is 3.2 volts, it will
not be sent as a 3.2 volt pulse, as might have been the case with PAM, or a 3.2 μs wide
pulse, as for the case with PWM; instead it will be sent as the digit 3, if 3 volts is the nearest
standard amplitude. If the signal range has been divided into 128 levels, it will be transmitted
as 0000011. The coded waveform would be like that shown in Figure 5.34 (a). This process
is known as quantizing. In fact, a supervisory pulse is also added with each code group to
facilitate reception. Thus, the number of bits for 2n chosen standard levels per code group is
n + 1. Figure 5.34 (b) illustrates the quantizing process in PCM.

It is evident from Figure 5.34 (b) that the quantizing process distorts the signal. This distortion
is referred to as quantization noise, which is random in nature as the error in the signal’s
amplitude and that actually sent after quantization is random. The maximum error can be as
high as half of the sampling interval, which means that if the number of levels used were 16,
it would be 1/32 of the total signal amplitude range. It should be mentioned here that it would
be unfair to say that a PCM system with 16 standard levels will necessarily have a signal-
to-quantizing noise ratio of 32:1, as neither the signal nor the quantizing noise will always
have its maximum value. The signal-to-noise ratio also depends upon many other factors and
also its dependence on the number of quantizing levels is statistical in nature. Nevertheless, an
increase in the number of standard levels leads to an increase in the signal-to-noise ratio. In
practice, for speech signals, 128 levels are considered as adequate. In addition, the more the
number of levels, the larger is the number of bits to be transmitted and therefore higher is the
required bandwidth.
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Figure 5.34 Quantizing process

In binary PCM, where the binary system of representation is used for encoding various
sampled amplitudes, the number of bits to be transmitted per second would be given by nf s,
where

n = log2L

L = number of standard levels

and

fs ≥ fm where fm = message signal bandwidth

Assuming that the PCM signal is a lowpass signal of bandwidth fPCM, then the required
minimum sampling rate would be 2fPCM. Therefore,

2fPCM = nfs or fPCM =
(n

2

)
fs

Generating a PCM signal is a complex process. The message signal is usually sampled and
first converted into a PAM signal, which is then quantized and encoded. The encoded signal
can then be transmitted either directly via a cable or used to modulate a carrier using analogue
or digital modulation techniques. PCM-AM is quite common.
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5.4.2.2 Differential PCM

Differential PCM is similar to conventional PCM. The difference between the two lies in the
fact that in differential PCM, each word or code group indicates a difference in amplitude
(positive or negative) between the current sample and the immediately preceding one. Thus,
it is not the absolute but the relative value that is indicated. As a consequence, the bandwidth
required is less as compared to the one required in case of normal PCM.

5.4.2.3 Delta Modulation

Delta modulation (DM) has various forms. In one of the simplest forms, only one bit is trans-
mitted per sample just to indicate whether the amplitude of the current sample is greater or
smaller than the amplitude of the immediately preceding sample. It has extremely simple en-
coding and decoding processes but then it may result in tremendous quantizing noise in case
of rapidly varying signals.

Figure 5.35 (a) shows a simple delta modulator system. The message signal m(t) is added
to a reference signal with the polarity shown. The reference signal is an integral part of the
delta modulated signal. The error signal e(t) so produced is fed to a comparator. The output of

Figure 5.35 (a) Delta modulator system. (b) Output waveform of a delta modulator system
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the comparator is (+�) for e(t) > 0 and (−�) for e(t) < 0. The output of the delta modulator
is a series of impulses with the polarity of each impulse depending upon the sign of e(t) at
the sampling instants of time. Integration of the delta modulated output xDM(t) is a staircase
approximation of the message signal m(t), as shown in Figure 5.35 (b).

A delta modulated signal can be demodulated by integrating the modulated signal to obtain
the staircase approximation and then passing it through a lowpass filter. The smaller the step
size (�), the better is the reproduction of the message signal. However, a small step size must
be accompanied by a higher sampling rate if the slope overload phenomenon is to be avoided.
In fact, to avoid slope overload and associated signal distortion, the following condition should
be satisfied:

�

Ts
≥

∣∣∣∣dm(t)

dt

∣∣∣∣
max

(5.29)

where Ts = time between successive sampling time instants.

5.4.2.4 Adaptive Delta Modulator

This is a type of delta modulator. In delta modulation, the dynamic range of amplitude of
the message signal m(t) is very small due to threshold and overload effects. This problem is
overcome in an adaptive delta modulator. In adaptive delta modulation, the step size (�) is
varied according to the level of the message signal. The step size is increased as the slope of
the message signal increases to avoid overload. The step size is reduced to reduce the threshold
level and hence the quantizing noise when the message signal slope is small. In the case of
adaptive delta modulation, however, the receiver also needs to be adaptive. The step size at the
receiver should also be made to change to match the changes in step size at the transmitter.

5.5 Sampling Theorem

During the discussion on digital pulse communication techniques such as pulse code modula-
tion, delta modulation, etc., it was noted that the three essential processes of such a system are
sampling, quantizing and encoding. Sampling is the process in which a continuous time signal
is sampled at discrete instants of time and its amplitudes at those discrete instants of time are
measured. Quantization is the process by which the sampled amplitudes are represented in the
form of a finite set of levels. The encoding process designates each quantized level by a code.

Digital transmission of analogue signals has been made possible by sampling the continuous
time signal at a certain minimum rate, which is dictated by what is called the sampling theorem.
The sampling theorem states that a band limited signal with the highest frequency component
as fM Hz, can be recovered completely from a set of samples taken at a rate of fs samples per
second, provided that fs ≥ 2fM. This theorem is also known as the uniform sampling theorem
for base band or lowpass signals. The minimum sampling rate of 2fM samples per second is
called the Nyquist rate and its reciprocal the Nyquist interval. For sampling bandpass signals,
lower sampling rates can sometimes be used.

The sampling theorem for bandpass signals states that if a bandpass message signal has a
bandwidth of fB and an upper frequency limit of fu, then the signal can be recovered from the
sampled signal by bandpass filtering if fs = 2fu/k, where fs is the sampling rate and k is the
largest integer not exceeding fu/fB.
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5.6 Shannon–Hartley Theorem

The Shannon–Hartley theorem describes the capacity of a noisy channel (assuming that the
noise is random). According to this theorem,

C = B log2[1 + (S/N)] (5.30)

where

C = channel capacity in bps
B = channel bandwidth in Hz
S/N = signal-to-noise ratio at the channel output or receiver input

The Shannon–Hartley theorem underlines the fundamental importance of bandwidth and
signal-to-noise ratio in communication. It also shows that for a given channel capacity, in-
creased bandwidth can be exchanged for decreased signal power. It should be mentioned that
increasing the channel bandwidth by a certain factor does not increase the channel capacity by
the same factor in a noisy channel, as would apparently be suggested by the Shannon–Hartley
theorem. This is because increasing the bandwidth also increases noise, thus decreasing the
signal-to-noise ratio. However, channel capacity does increase with an increase in bandwidth;
the increase will not be in the same proportion.

Problem 5.11
A binary channel with a capacity of 48 kb/second is used for PCM voice transmission. If the
highest frequency component in the message signal is taken as 3.2 kHz, find appropriate
values for sampling rate (fs), number of quantizing levels (L) and number of bits (n) used
per sample.

Solution:
As per Nyquist criterion, fs ≥ 2fM . This gives fs ≥ 6400 samples/sec
Also, nfs ≤ Bit transmission rate; this gives nfs ≤ 48000 or n ≤ (48000/6400) = 7.5
This gives n = 7 and L = 27 = 128 and fs = 48000/7 Hz = 6.857 kHz

Problem 5.12
An analog signal is sampled at 10 kHz. If the number of quantizing levels is 128, find the
time duration of one bit of binary encoded signal.

Solution:
Number of bits per sample (n) = log2L = log2128 = 7
Where L = Number of quantizing levels
Now fs = 10 kHz. Therefore time duration of one bit of binary encoded signal = 1/(nfs) =
1/(7 × 10000) = 14.286 �s

Problem 5.13
Find the Nyquist rate for the message signal represented by

m(t) = 10 (cos 1000�t) (cos 4000�t)
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Solution:
10(cos 1000�t)(cos 4000�t) = 5 × [2(cos 1000�t)(cos 4000�t)]

= 5[(cos 5000�t) + (cos 3000�t)]

This is a band limited signal with the highest frequency component equal to (5000�)
radians/second, or 2500 Hz. Therefore,

Nyquist rate = 2 × 2500 = 5000 Hz = 5 kHz

Problem 5.14
A message signal given by m(t) = A sin ωmt is applied to a delta modulator having a step

size of �. Show that slope overload distortion will occur if A >
(
�

2�

)(
fs

fm

)
where fs is

the sampling frequency.

Solution:
m(t) = A sin ωmt

dm(t)
dt

= Aωm cos ωmt

The condition for avoiding slope overload is given by

�

Ts
≥
∣∣∣∣dm(t)

dt

∣∣∣∣
max

= A�m

or

A ≤ �

(Ts�m)
= �fs

2�fm
= �

2�

(
fs

fm

)

This is the condition for avoiding slope overload. Thus slope overload will occur when

A >

(
�

2�

)(
fs

fm

)
(5.31)

5.7 Digital Modulation Techniques

Base band digital signals have significant power content in the lower part of the frequency
spectrum. Because of this, these signals can be conveniently transmitted over a pair of wires or
coaxial cables. At the same time, for the same reason, it is not possible to have efficient wireless
transmission of base band signals as it would require prohibitively large antennas, which would
not be a practical or a feasible proposition. Therefore, if base band digital signals are to be
transmitted over a wireless communication link, they should first modulate a continuous wave
(CW) high frequency carrier. Three well-known techniques available for the purpose include:

1. Amplitude shift keying (ASK)
2. Frequency shift keying (FSK)
3. Phase shift keying (PSK)
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Each one of these is described in the following paragraphs. Of the three techniques used
for digital carrier modulation, PSK and its various derivatives, like differential PSK (DPSK),
quadrature PSK (QPSK) and offset quadrature PSK (O-QPSK), are the most commonly used
ones, more so for satellite communications, because of certain advantages they offer over
others. PSK is therefore described in a little more detail.

5.7.1 Amplitude Shift Keying (ASK)

In the simplest form of amplitude shift keying (ASK), the carrier signal is switched ON and OFF
depending on whether a ‘1’ or ‘0’ is to be transmitted (Figure 5.36). For obvious reasons, this
form of ASK is also known as ON–OFF keying (OOK). The signal in this case is represented by

x(t) = A sin ωct for bit ‘1’ (5.32)

= 0 for bit ‘0’

Figure 5.36 Amplitude shift keying

The ON–OFF keying has the disadvantage that appearance of any noise during transmission
of bit ‘0’ can be misinterpreted as data. This problem can be overcome by switching the ampli-
tude of the carrier between two amplitudes, one representing a ‘1’ and the other representing
a ‘0’, as shown in Figure 5.37. Again, the carrier can be suppressed to have maximum power
in information carrying signals and also one of the side bands can be filtered out to conserve
the bandwidth.

5.7.2 Frequency Shift Keying (FSK)

In frequency shift keying (FSK), it is the frequency of the carrier signal that is switched
between two values, one representing bit ‘1’ and the other representing bit ‘0’, as shown in
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Figure 5.37 Two level amplitude shift keying

Figure 5.38. The modulated signal in this case is represented by

x(t) = A sin ωc1t for bit ‘1’

= A sin ωc2t for bit ‘0’ (5.33)

Figure 5.38 Frequency shift keying

In the case of FSK, when the modulation rate increases, the difference between the two
chosen frequencies to represent a ‘1’ and a ‘0’ also needs to be higher. Keeping in mind the
restriction in available bandwidth, it would not be possible to achieve a bit transmission rate
beyond a certain value.

5.7.3 Phase Shift Keying (PSK)

In phase shift keying (PSK), the phase of the carrier is discretely varied with respect to either
a reference phase or to the phase of the immediately preceding signal element in accordance
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Figure 5.39 Binary phase shift keying

with the data being transmitted. For example, when encoding bits, the phase shift could be 0◦
for encoding a bit ‘0’ and 180◦ for encoding a bit ‘1’, as shown in Figure 5.39. The phase shift
could have been −90◦ for encoding a bit ‘0’ and +90◦ for encoding a bit ‘1’. The essence is that
representations for ‘0’ and ‘1’ are a total of 180◦ apart. Such PSK systems in which the carrier
can assume only two different phase angles are known as binary phase shift keying (BPSK)
systems. In the BPSK system, each phase change carries one bit of information. This, in other
words, means that the bit rate equals the modulation rate. Now, if the number of recognizable
phase angles is increased to 4, then two bits of information could be encoded into each signal
element.
Returning to the subject of BPSK, the carrier signals used to represent ‘0’ and ‘1’ bits could
be expressed by equations 5.34(a) and 5.34(b) respectively.

xco(t) = A cos (ωct + θ0) (5.34a)

xc1(t) = A cos (ωct + θ1) (5.34b)

Since the phase difference between two carrier signals is 180◦, i.e. �1 = �0 + 180◦, then

xc0(t) = A cos (ωct + θ0) and xc1(t) = −A cos (ωct + θ0)

5.7.4 Differential Phase Shift Keying (DPSK)

Another form of PSK is differential PSK (DPSK). In DPSK instead of instantaneous phase of
the modulated signal determining which bit is transmitted, it is the change in phase that carries
message intelligence. In this system, one logic level (say ‘1’) represents a change in phase of
the modulated signal and the other logic level (i.e. ‘0’) represents no change in phase. In other
words, if a digit changes in the bit stream from 0 to 1 or from 1 to 0, a ‘1’ is transmitted in the
form of change in phase of the modulated signal. In the case where there is no change, a ‘0’ is
transmitted in the form of no phase change in the modulated signal.

The BPSK signal is detected using a coherent demodulator where a locally generated carrier
component is extracted from the received signal by a PLL circuit. This locally generated carrier
assists in the product demodulation process where the product of the carrier and the received
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modulated signal generates the demodulated output. There could be a difficulty in successfully
identifying the correct phase of the regenerated signal for demodulation. Differential PSK
takes care of this ambiguity to a large extent.

5.7.5 Quadrature Phase Shift Keying (QPSK)

Quadrature phase shift keying (QPSK) is the most commonly used form of PSK. A QPSK
modulator is nothing but two BPSK modulators operating in quadrature. The input bit stream
(d0, d1, d2, d3, d4, . . .) representing the message signal is split into two bit streams, one having,
say, even numbered bits (d0, d2, d4, . . .) and the other having odd numbered bits (d1, d3, d5, . . .).
Also, in QPSK, if each pulse in the input bit stream has a duration of T seconds, then each
pulse in the even/odd numbered bit streams has a pulse duration of 2T seconds, as shown in
Figure 5.40.

Figure 5.40 Quadrature phase shift keying

Figure 5.41 shows the block schematic arrangement of a typical QPSK modulator. One of
the bit streams [di(t)] feeds the in-phase modulator while the other bit stream [dq(t)] feeds the

Figure 5.41 Block schematic arrangement of a typical QPSK modulator
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quadrature modulator. The modulator output can be written as

x(t) =
(

1√
2

) {
di(t) cos

(
ωct + π

4

)}
+

(
1√
2

) {
dq(t) sin

(
ωct + π

4

)}
(5.35)

This expression can also be written in a simplified form as

x(t) = cos [ωct + �(t)] (5.36)

In the input bit stream shown in Figure 5.40, an amplitude of +1 represents a bit ‘1’ and an
amplitude of −1 represents a bit ‘0’. The in-phase bit stream represented by di(t) modulates
the cosine function and has the effect of shifting the phase of the function by 0 or π radians.
This is equivalent to BPSK. The other pulse stream represented by dq(t) modulates the sine
function, thus producing another BPSK-like output that is orthogonal to the one produced by
di(t). The vector sum of the two produces a QPSK signal, given by

x(t) = cos [ωct + �(t)]

Figure 5.42 illustrates this further.

Figure 5.42 Conceptual diagram of QPSK

Depending on the status of the pair of bits having one bit from the di(t) bit stream and the
other from the dq(t) bit stream, θ(t) will have any of the four values of 0◦, 90◦, 180◦ and 270◦.
Four possible combinations are 00, 01, 10 and 11. Figure 5.43 illustrates the process further.
It shows all four possible phase states. The in-phase bits operate on the vertical axis at phase
states of 90◦ and 270◦ whereas the quadrature phase channel operates on the horizontal axis at
phase states of 0◦ and 180◦. The vector sum of the two produces each of the four phase states
as shown. As mentioned earlier, the phase state of the QPSK modulator output depends on a
pair of bits. The phase states in the present case would be 0◦, 90◦, 180◦ and 270◦ for input
combinations 11, 10, 00 and 01 respectively.

Since each symbol in QPSK comprises two bits, the symbol transmission rate is half of the
bit transmission rate of BPSK and the bandwidth requirement is halved. The power spectrum
for QPSK is the same as that for BPSK.
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Figure 5.43 QPSK phase diagram

5.7.6 Offset QPSK

The offset QPSK is similar to QPSK with the difference that the alignment of the odd/even
streams is shifted by an offset equal to T seconds, as shown in Figure 5.44. In the case of
QPSK, as explained earlier, a carrier phase change can occur every 2T seconds. If neither
of the two streams changes sign, the carrier phase remains unaltered. If only one of them
changes sign, the carrier phase undergoes a change of +90◦ or −90◦ and if both change sign,
the carrier phase undergoes a change of 180◦. In such a situation, the QPSK signal no longer

Figure 5.44 Offset QPSK waveform
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has a constant envelope if it is filtered to remove the spectral side lobes. If such a QPSK
signal is passed through a nonlinear amplifier, the amplitude variations could cause spectral
spreading to restore unwanted side lobes, which in turn could lead to interference problems.
Offset QPSK overcomes this problem. Due to staggering in-phase and quadrature-phase bit
streams, the possibility of the carrier phase changing state by 180◦ is eliminated as only one
bit stream can change state at any time instant of transition. A phase change of +90◦ or −90◦
does cause a small drop in the envelope, but it does not fall to near zero as in the case of QPSK
for a 180◦ phase change.

5.8 Multiplexing Techniques

Multiplexing techniques are used to combine several message signals into a single composite
signal so that they can be transmitted over a common channel. Multiplexing ensures that the
different message signals in the composite signal do not interfere with each other and that they
can be conveniently separated out at the receiver end. The two basic multiplexing techniques
in use include:

1. Frequency division multiplexing (FDM)
2. Time division multiplexing (TDM)

While frequency division multiplexing is used with signals that employ analogue modulation
techniques, time division multiplexing is used with digital modulation techniques where the
signals to be transmitted are in the form of a bit stream. The two techniques are briefly described
in the following paragraphs.

5.8.1 Frequency Division Multiplexing

In case of frequency division multiplexing (FDM), different message signals are separated
from each other in the frequency domain. Figure 5.45 illustrates the concept of FDM showing
simultaneous transmission of three message signals over a common communication channel.
It is clear from the block schematic arrangement shown that each of the three message signals
modulates a different carrier. The most commonly used modulation technique is single side
band (SSB) modulation. Any type of modulation can be used as long as it is ensured that the
carrier spacing is sufficient to avoid a spectral overlap. On the receiving side, bandpass filters
separate out the signals, which are then coherently demodulated as shown. The composite signal
formed by combining different message signals after they have modulated their respective car-
rier signals may be used to modulate another high frequency carrier before it is transmitted over
the common link. In that case, these individual carrier signals are known as subcarrier signals.

FDM is used in telephony, commercial radio broadcast (both AM and FM), television broad-
cast, communication networks and telemetry. In the case of a commercial AM broadcast, the
carrier frequencies for different signals are spaced 10 kHz apart. This separation is definitely
not adequate if we consider a high fidelity voice signal with a spectral coverage of 50 Hz to
15 kHz. For this reason, AM broadcast stations using adjacent carrier frequencies are usually
geographically far apart to minimize interference. In the case of an FM broadcast, the carrier
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Figure 5.45 Frequency division multiplexing

frequencies are spaced apart at 200 kHz or more. In the case of long distance telephony, 600 or
more voice channels, each with a spectral band of 200 Hz to 3.2 kHz, can be transmitted over a
coaxial or microwave link using SSB modulation and a carrier frequency separation of 4 kHz.

5.8.2 Time Division Multiplexing

Time division multiplexing (TDM) is used for simultaneous transmission of more than one
pulsed signal over a common communication channel. Figure 5.46 illustrates the concept.
Multiple pulsed signals are fed to a type of electronic switching circuitry, called a commutator
in the figure. All the message signals, which have been sampled at least at the Nyquist rate
(the sampling is usually done at 1.1 times the Nyquist rate to avoid aliasing problems), are

Figure 5.46 Time division multiplexing
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fed to the commutator. The commutator interleaves different samples from different sampled
message signals in order to form a composite interleaved signal. This composite signal is
then transmitted over the link. In case all message signals have the same bandwidth, one
commutation cycle will contain one sample from each of the messages. Where signals have
different bandwidths, more samples would need to be transmitted per second of the signals
having larger bandwidths. As an illustration, if there are three message signals with respective
sampling rates of 2.4 kHz, 2.4 kHz and 4.8 kHz, then each cycle of commutation will have
one sample each from the first two messages and two samples from the third message.

At the receiving end, the composite signal is de-multiplexed using a similar electronic
switching circuitry that is synchronized with the one used at the transmitter. TDM is widely
used in telephony, telemetry, radio broadcasting and data processing applications.

If T is the sampling time interval of the time multiplexed signal of n different signals, each
having a sampling interval of Ts, then

T = Ts

n
(5.37)

Also, if the time multiplexed signal is considered as a lowpass signal having a bandwidth of
fTDM and fm is the bandwidth of individual signals, then

fTDM = nfm (5.38)

Problem 5.15
Three message signals m1(t), m2(t) and m3(t) with bandwidths of 2.4 kHz, 3.2 kHz and
3.4kHz respectivelyare tobe transmittedoveracommonchannel ina timemultiplexedman-
ner. Determine the minimum sampling rate for each of the three signals if a uniform sampling
rate is to be chosen. Also determine the sampling interval of the composite signal.

Solution: Since the sampling has to be uniform for the three signals, the minimum sampling
rate for each of the signals would be twice the highest frequency component, i.e. 2 ×
3.4 kHz = 6.8 kHz. The sampling rate of the composite signal = 3 × 6.8 kHz = 20.4 kHz
and therefore the sampling interval of the composite signal = (106)/(20.4 × 103) = 49�s.

Problem 5.16
In a certain digital telephony system comprising 24 voice channels, with each voice channel
band limited to 3.2 kHz and using an 8-bit PCM, is transmitted over a common communi-
cation channel using the TDM approach. If the signal is sampled at 1.2 times the Nyquist
rate and a single synchronization bit is added at the end of each frame, determine:

(a) duration of each bit and
(b) transmission rate

Solution: (a) Sampling rate = (2 × 3.2 × 1.2)kHz = 7.68 kHz. Therefore, the time period
of each multiplexed frame = (106/7.68 × 103) = 130.2�s. Number of bits in each frame
= 24 × 8 + 1 = 193, therefore the bit duration = 130.2/193 = 0.675�s.
(b) The transmission rate = 1/0.675 = 1.482 Mbps.
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Glossary
A3E system: This is the standard AM system used for broadcasting. It uses a double side band with a
full carrier
Adaptive delta modulation: This is a type of delta modulator. In delta modulation, the dynamic range
of the amplitude of the message signal m(t) is very small due to threshold and overload effects. In adaptive
delta modulation, the step size (�) is varied according to the level of the message signal. The step size is
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increased as the slope of the message signal increases to avoid overload. The step size is reduced to reduce
the threshold level and hence the quantizing noise is reduced when the message signal slope is small
Amplitude modulation: This is the analogue modulation technique in which the instantaneous ampli-
tude of the modulated signal varies directly as the instantaneous amplitude of the modulating signal. The
frequency of the carrier signal remains constant
Amplitude shift keying: This is a digital modulation technique. In the simplest form of amplitude shift
keying (ASK), the carrier signal is switched ON and OFF depending upon whether a ‘1’ or ‘0’ is to be
transmitted. This is also known as ON–OFF keying. In another form of ASK, the amplitude of the carrier
is switched between two different amplitudes
B8E system: This system uses two independent side bands with the carrier either attenuated or sup-
pressed. This form of amplitude modulation is also known as independent side band (ISB) transmission
and is usually employed for point-to-point radio telephony
C3F system: Vestigial side band (VSB) transmission is the other name for this system. It is used for
transmission of video signals in commercial television broadcasting. It is a compromise between SSB
and DSB modulation systems in which a vestige or a part of the unwanted side band is also transmitted,
usually with a full carrier along with the other side band. The typical bandwidth required to transmit a
VSB signal is about 1.25 times that of an SSB signal
Delta modulation: Delta modulation has various forms. In one of the simplest forms, only one bit is
transmitted per sample just to indicate whether the amplitude of the current sample is greater or smaller
than the amplitude of the immediately preceding sample
Differential PCM: In differential PCM, each word or code group indicates a difference in amplitude
(positive or negative) between the current sample and the immediately preceding one
Differential phase shift keying: This is another form of PSK. In this, instead of the instantaneous phase
of the modulated signal determining which bit is transmitted, it is the change in phase that carries message
intelligence. In this system, one logic level (say ‘1’) represents a change in phase of the carrier and the
other logic level (i.e. ‘0’) represents no change in phase
Frequency division multiplexing: In the case of frequency division multiplexing (FDM), different mes-
sage signals are separated from each other in frequency. FDM is used in telephony, commercial radio
broadcast (both AM and FM), television broadcast, communication networks and telemetry
Frequency modulation: This is the analogue modulation technique in which the instantaneous fre-
quency of the modulated signal varies directly as the instantaneous amplitude of the modulating or base
band signal. The rate at which these frequency variations take place is proportional to the modulating
frequency
Frequency shift keying: In frequency shift keying (FSK), it is the frequency of the carrier signal that is
switched between two values, one representing bit ‘1’ and the other representing bit ‘0’
H3E system: This is the single side band, full carrier AM system
J3E system: This is the single side band suppressed carrier AM system. It is the system usually referred
to as SSBSC, in which the carrier is suppressed by at least 45 dB in the transmitter
Offset QPSK: Offset QPSK is similar to QPSK with the difference that the alignment of the odd/even
streams is shifted in case of offset QPSK by an offset equal to T seconds, which is the pulse duration of
the input bit stream
Phase shift keying: In phase shift keying (PSK), the phase of the carrier is discretely varied with respect
to either a reference phase or to the phase of the immediately preceding signal element in accordance with
the data being transmitted. For example, when encoding bits, the phase shift could be 0o for encoding a
bit ‘0’ and 180◦ for encoding a bit ‘1’. The phase shift could have been −90◦ for encoding a bit ‘0’ and
+90◦ for encoding a bit ‘1’
Pulse amplitude modulation: In the case of pulse amplitude modulation (PAM), the signal is sampled
at regular intervals and the amplitude of each sample, which is a pulse, is proportional to the amplitude
of the modulating signal at the time instant of sampling
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Pulse code modulation: In pulse code modulation, the peak-to-peak amplitude range of the modulating
signal is divided into a number of standard levels, which in the case of a binary system is an integral
power of 2. The amplitude of the signal to be sent at any sampling instant is the nearest standard level.
This nearest standard level is then encoded into a group of pulses. The number of pulses (n) used to
encode a sample in binary PCM equals log2 L, where L is the number of standard levels
Pulse position modulation: In the case of pulse position modulation (PPM), the amplitude and width of
the sampled pulses are maintained as constant and the position of each pulse with respect to the position of
a recurrent reference pulse varies as a function of the instantaneous sampled amplitude of the modulating
signal
Pulse width modulation: In the case of pulse width modulation (PWM) the starting time of the sampled
pulses and their amplitude is fixed. The width of each pulse is made proportional to the amplitude of the
signal at the sampling time instant
Quadrature phase shift keying: Quadrature phase shift keying (QPSK) is the most commonly used
form of PSK. A QPSK modulator is simply two BPSK modulators operating in quadrature. The input bit
stream (d0, d1, d2, d3, d4, . . .) representing the message signal is split into two bit streams, one having,
say, even numbered bits (d0, d2, d4, . . .) and the other having odd numbered bits (d1, d3, d5, . . .). The two
bit streams modulate the carrier signals, which have a phase difference of 90o between them. The vector
sum of the output of two modulators constitutes the QPSK output
R3E system: This is the single side band reduced carrier type AM system, also called the pilot carrier
system
Sampling theorem: The sampling theorem states that a band limited signal with the highest frequency
component as fM Hz can be recovered completely from a set of samples taken at the rate of fs samples
per second provided that fs ≥ 2fM

Shannon–Hartley theorem: The Shannon–Hartley theorem describes the capacity of a noisy channel
(assuming that the noise is random). According to this theorem,

C = B log2 (1 + S/N) bps

The Shannon–Hartley theorem underlines the fundamental importance of the bandwidth and the signal-
to-noise ratio in communication. It also shows that for a given channel capacity, increased bandwidth
can be exchanged for decreased signal power
Time division multiplexing: Time division multiplexing is used for simultaneous transmission of more
than one pulsed signal over a common communication channel and different message signals are separated
from each other in time. TDM is widely used in telephony, telemetry, radio broadcast and data processing
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Multiple Access Techniques

Multiple access means access to a given facility or a resource by multiple users. In the context
of satellite communication, the facility is the transponder and the multiple users are various
terrestrial terminals under the footprint of the satellite. The transponder provides the commu-
nication channel(s) that receives the signals beamed at it via the uplink and then retransmits
the same back to Earth for intended users via the downlink. Multiple users are geographically
dispersed and certain specific techniques, to be discussed in this chapter, are used to allow
them a simultaneous access to the satellite’s transponder. The text matter is suitably illustrated
with the help of a large number of problems.

6.1 Introduction to Multiple Access Techniques

Commonly used multiple access techniques include the following:

1. Frequency division multiple access (FDMA)
2. Time division multiple access (TDMA)
3. Code division multiple access (CDMA)
4. Space domain multiple access (SDMA)

In the case of frequency division multiple access (FDMA), different Earth stations are
able to access the total available bandwidth in the satellite transponder(s) by virtue of their
different carrier frequencies, thus avoiding interference amongst multiple signals. The term
should not be confused with frequency division multiplexing (FDM), which is the process of
grouping multiple base band signals into a single signal so that it could be transmitted over
a single communication channel without the multiple base band signals interfering with each
other. Here, multiple base band signals modulate different carrier frequencies called subcarrier
frequencies and the multiplexed signal then modulates a common relatively higher frequency
carrier, which then becomes the signal to be transmitted from the Earth station. Similarly,
other stations may also have similar frequency division multiplexed signals with a different
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© 2011 John Wiley & Sons, Ltd



236 Multiple Access Techniques

final carrier frequency. These multiplexed signals, by virtue of their different final carrier
frequencies, are able to access the satellite simultaneously.

In the case of time division multiple access (TDMA), different Earth stations in the satellite’s
footprint make use of the transponder by using a single carrier on a time division basis. Again
it should not be confused with time division multiplexing (TDM), which is the technique used
at a given Earth station to simultaneously transmit digitized versions of multiple base band
signals over a common communication channel by virtue of their separation on the timescale.
The composite time multiplexed signal modulates a high frequency carrier using any of the
digital carrier modulation techniques. Multiple time multiplexed signals from other stations
having the same carrier frequency are then able to access the satellite by allowing each station
to transmit during its allotted time slot.

In the case of code division multiple access (CDMA), the entire bandwidth of the transponder
is used simultaneously by multiple Earth stations at all times. Each transmitter spreads its signal
over the entire bandwidth, which is much wider than that required by the signal otherwise.
One of the ways of doing this is by multiplying the information signal by a pseudorandom bit
sequence. Interference is avoided as each transmitter uses a unique code sequence. Receiving
stations recover the desired information by using a matched decoder that works on the same
unique code sequence used during transmission.

Space domain multiple access (SDMA) uses spatial separation where different antenna
beam polarizations can be used to avoid interference between multiple transmissions. Beams
with horizontal and vertical or right-hand circular and left-hand circular polarizations may
be used for the purpose. Use of the SDMA technique on board a single satellite plat-
form to cover the same Earth surface area with multiple beams having different polariza-
tions allows for frequency re-use. In the overall satellite link, SDMA is usually achieved
in conjunction with other types of multiple access techniques such as FDMA, TDMA and
CDMA.

6.1.1 Transponder Assignment Modes

In addition to the multiple access techniques outlined in the preceding paragraphs, there are
also certain transponder assignment modes. The commonly used ones include:

1. Preassigned multiple access (PAMA)
2. Demand assigned multiple access (DAMA)
3. Random multiple access (RMA)

In the case of preassigned multiple access (PAMA), the transponder is assigned to the
individual user either permanently for the satellite’s full lifetime or at least for long durations.
The preassignment may be that of a certain frequency band, time slot or a code. When it is
used infrequently, a link set-up with preassigned channels is not only costly to the user but the
link utilization is also not optimum.

Demand assigned multiple access (DAMA) allows multiple users to share a common link
wherein each user is only required to put up a request to the control station or agency when
it requires the link to be used. The channel link is only completed as required and a channel
frequency is assigned from the available frequencies within the transponder bandwidth. It is
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very cost effective for small users who have to pay for using the transponder capacity only for
the time it was actually used.

In the case of random multiple access (RMA), access to the link or the transponder is by
contention. A user transmits the messages without knowing the status of messages from other
users. Due to the random nature of transmissions, data from multiple users may collide. In case
a collision occurs, it is detected and the data are retransmitted. Retransmission is carried out
with random time delays and sometimes may have to be done several times. In such a situation,
when all the stations are entirely independent, there is every likelihood that the messages that
collided would be separated out in time on retransmission.

6.2 Frequency Division Multiple Access (FDMA)

It is the earliest and still one of the most commonly employed forms of multiple access
techniques for communications via satellite. In the case of frequency division multiple access
(FDMA), as outlined earlier, different Earth stations are able to access the total available
bandwidth of satellite transponder by virtue of their different carrier frequencies, thus avoiding
interference among multiple signals. Figure 6.1 shows the typical arrangement for carrier
frequencies for a C band transponder for both uplink and downlink. The transponder receives
transmissions at around 6 GHz and retransmits them at around 4 GHz. Figure 6.1 shows the
case of a satellite with 12 transponders, with each transponder having a bandwidth of 36 MHz
and a guard band of 4 MHz between adjacent transponders to avoid interference.
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Figure 6.1 Carrier frequencies for a C band transponder for both uplink and downlink channels

Each of the Earth stations within the satellite’s footprint transmits one or more mess-
age signals at different carrier frequencies. Each carrier is assigned a small guard band, as
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Figure 6.2 Basic concept of FDMA

mentioned above, to avoid overlapping of adjacent carriers. The satellite transponder receives
all carrier frequencies within its bandwidth, does the necessary frequency translation and ampli-
fication and then retransmits them back towards Earth. Figure 6.2 illustrates the basic concept
of FDMA in satellite communications. Different Earth stations are capable of selecting the
carrier frequency containing messages of their interest. Two FDMA techniques are in opera-
tion today. One of them is the multichannel per carrier (MCPC) technique, where the Earth
station frequency multiplexes several channels into one carrier base band assembly, which then
frequency modulates an RF carrier and transmits it to an FDMA satellite transponder. In the
other technique, called the single channel per carrier (SCPC), each signal channel modulates a
separate RF carrier, which is then transmitted to the FDMA transponder. The modulation tech-
nique used here could either be frequency modulation (FM) in case of analogue transmission
or phase shift keying (PSK) for digital transmission.

Major advantages of FDMA include simplicity of Earth station equipment and the fact
that no complex timing and synchronizing techniques are required. Disadvantages include the
likelihood of intermodulation problems with its adverse effect on the signal-to-noise ratio. The
intermodulation products result mainly from the non-linear characteristics of the travelling
wave tube amplifier (TWTA) of the transponder, which is required to amplify a large number
of carrier frequencies. The problem is further compounded when the TWTA is made to operate
near saturation so as to be able to supply certain minimum carrier power in order to reduce
downlink noise and by the fact that the TWTA when operated near saturation exhibits higher
non-linearity.
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It may be mentioned here that an FDMA system can either be power-limited or bandwidth
limited in terms of the number of carriers that can access the satellite transponder. The maximum
number of carriers that can access the transponder is given by (n = BTR/BC), where BTR is the
total transponder bandwidth and BC is the carrier bandwidth. If the EIRP is sufficient to meet
the (C/N) requirements, then the system can support (n) carriers and is said to be bandwidth-
limited. In case, the EIRP is insufficient to meet the (C/N) requirements, the number of carriers
that can access the satellite is less than (n). The system in this case is power-limited.

6.2.1 Demand Assigned FDMA

In a demand assigned FDMA system, the transponder frequency is subdivided into a number of
channels and the Earth station is assigned a channel depending upon its request to the control
station. Demand assignment may be carried out either by using the polling method or by using
the random access method. In the polling method, the master Earth station continuously polls
all of the Earth stations in sequence and if the request is encountered, frequency slots are
assigned to that Earth station which had made the request. The polling method introduces
delays more so when the number of Earth stations is large. In the random access method, the
problem of delays does not exist. The random access method can be of two types namely the
centrally controlled random access method and the distributed control random access method.
In the case of centrally controlled random access, the Earth stations make requests through the
master Earth station as the need arises. In the case of distributed control random access, the
control is exercised at each Earth station.

6.2.2 Pre-assigned FDMA

In a preassigned FDMA system, the frequency slots are pre-assigned to the Earth stations.
The slot allocations are pre-determined and do not offer flexibility. Hence, some slots may be
facing the problem of over-traffic, while other slots are sitting idle.

6.2.3 Calculation of C/N Ratio

The overall noise-to-carrier ratio for a satellite link is given by equation 6.1.
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Where,

[N/C]OV = Overall noise-to-carrier ratio
[N/C]U = Uplink noise-to-carrier ratio
[N/C]D = Downlink noise-to-carrier ratio
[N/C]IM = Inter-modulation noise-to-carrier ratio
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The value of noise-to-carrier ratio given by equation 6.1 should be less than the required
design value of noise-to-carrier ratio [(N/C)REQ], that is[
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Combining equations 6.1 and 6.2 we get,[
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In an FDMA system, the up-link noise is usually negligible and the inter-modulation noise is
brought to an acceptable level by employing back-off in power amplifiers. It may be mentioned
here that the operating point of the power amplifiers mostly TWTA is shifted closer to the linear
portion of the curve in order to reduce the inter-modulation distortion. The reduction in the
input power is referred to as input back-off and is the difference in dB between the carrier input
at the operating point and the saturation input that is required for single carrier operation. The
output back-off is the corresponding drop in the output power in dB. Therefore, equation 6.3
can be rewritten as [
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Equation 6.4 can again be rewritten as[
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The downlink carrier-to-noise ([C/N]D) is expressed by equation 6.6.[
C

N

]
D

= [EIRP]D +
[
G

T

]
D

− [LOSSES]D − [k] − [B] (6.6)

Where,

[EIRP]D = Satellite Equivalent Isotropic Radiated Power
[G/T]D = Earth-station receiver G/T

[LOSSES]D = Free space and other losses at the downlink frequency
[k] = Boltzmann’s constant in dB
[B] = Signal bandwidth and is equal to the noise bandwidth

Therefore, [
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In the case of single carrier per channel (SCPC) systems, the satellite will have saturation
value of EIRP ([EIRP]sat) and transponder bandwidth of BTR, both of which are fixed. In this
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case, there is no back-off and equality sign of equation 6.7 applies. Therefore,
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Equation 6.8 can be rewritten as
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Let us now consider the case of multiple carriers per channel (MCPC) systems having N

carriers with each carrier sharing the output power equally and having a bandwidth of B. The
output back-off is given by [BO]O. The output power for each of the FDMA carriers is given
by equation 6.10.

[EIRP]D = [EIRP]SAT − [BO]O − [N] (6.10)

The transponder bandwidth (BTR) is shared by all the carriers but due to power limitation
imposed by the need of back-off, the whole bandwidth is not utilized. Let us assume that the
fraction of the bandwidth utilized is alpha (α). Therefore,

NB = αBTR (6.11)

Expressing in terms of decilogs

[B] = [α] + [BTR] − [N] (6.12)

Substituting the values of [EIRP]D and [B] given by equations 6.10 and 6.12 respectively
in equation 6.7, we get
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Equation 6.13 can be rearranged as
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As we can see from equation 6.9, in the case of SCPC system LHS of equation 6.14 is zero.
For MCPC systems, it is less than zero.

Therefore,

0 ≤ − [BO]O − [α] or [α] ≤ − [BO]O . (6.15)

The best that can be achieved in a MCPC system is to make [α] ≤ − [BO]O.
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6.3 Single Channel Per Carrier (SCPC) Systems

In the paragraphs to follow, we shall discuss two common forms of SCPC systems namely:

1. SCPC/FM/FDMA system
2. SCPC/PSK/FDMA system

Each one of them is briefly described below.

6.3.1 SCPC/FM/FDMA System

As outlined earlier, in this form of SCPC system, each signal channel modulates a separate RF
carrier and the modulation system used here is frequency modulation. The modulated signal
is then transmitted to the FDMA transponder. The transponder bandwidth is subdivided in
such a way that each base band signal channel is allocated a separate transponder subdivision
and an individual carrier. This type of SCPC system is particularly used on thin route satellite
communication networks. Though it suffers from the problem of power limitation resulting
from the use of multiple carriers and the associated intermodulation problems, it does enable
a larger number of Earth stations to access and share the capacity of the transponder using
smaller and more economic units as compared to multiple channels per carrier systems. Another
advantage of the SCPC/FM/FDMA system is that it facilitates the use of voice activated carriers.
This means that the carriers are switched off during the periods when there is no speech activity,
thus reducing power consumption. This in turn leads to availability of more transponder power
and hence higher channel capacity. This type of SCPC system also has the advantage that the
power of the individual transmitted carriers can be adjusted to the optimum value for given
link conditions. Some channels may operate at higher power levels than others, depending on
the requirement of back-off for the transponder output power device. It may be mentioned
here that the output back-off or simply the back-off of the transponder output power device
is the ratio of the saturated output power to the desired output power. However, this type
of SCPC system requires automatic frequency control to maintain spectrum centering for
individual channels, which is usually achieved by transmitting a pilot tone in the centre of the
transponder bandwidth.

Figure 6.3 shows the transmission path for an SCPC/FM/FDMA system. The diagram is
self-explanatory. Different base band signals frequency-modulate their respective allocated
carriers, which are combined and then transmitted to the satellite over the uplink.

The signal-to-noise power ratio (S/N) at the output of the demodulator for the SCPC/FM/
FDMA system can be computed from
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where

C = carrier power at the receiver input (in W)
N = noise power (in W) in bandwidth B (in Hz)
B = RF bandwidth (in Hz)
fd = test tone frequency deviation (in Hz)
f2 = upper base band frequency (in Hz)
f1 = lower base band frequency (in Hz)
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Figure 6.3 Transmission path for the SCPC/FM/FDMA system

6.3.2 SCPC/PSK/FDMA System

This is the digital form of the SCPC system in which the modulation technique used is phase
shift keying (PSK). SPADE (single channel per carrier PCM multiple access demand assign-
ment equipment) was the first operational SCPC/PSK/FDMA system. It was designed for use
on Intelsat-4 and subsequent Intelsat satellites. This system employs PCM for base band signal
encoding and QPSK as the carrier modulation technique. With this, it is possible to accommo-
date a 64 kbps voice channel in a bandwidth of 38.4 kHz as compared to the requirement of a
full 45 kHz in the case of frequency modulation. With the use of 45 kHz per channel in QPSK,
the guard band is effectively included in this bandwidth, which enables the SPADE system to
handle 800 voice channels within a 36 MHz transponder bandwidth. The SPADE system of-
fers the advantage of voice activation described earlier. The ECS-2 (European communications
satellite) business service is another example of SCPC/PSK/FDMA system.

The channel capacity can be determined from the carrier-to-noise density ratio. The carrier-
to-noise ratio necessary to support each carrier can be computed from

[
C

N

]
th

=
[
Eb

N0

]
th

− [B] + [R] + [M] (6.17)

where

[C/N]th = carrier-to-noise ratio (in dB) at the threshold error rate
[Eb/N0]th = bit energy-to-noise density ratio (in dB) at the threshold error rate
[B] = noise bandwidth (in Hz)
[R] = data rate (in bps)
[M] = system margin to allow for impairments (in dB)
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The carrier-to-noise density ratio [C/N0] can be computed from

[
C

N0

]
=

[
C

N

]
th

+ 10 log B (6.18)

where [C/N0] is the total available carrier-to-noise density (in dB) for the transponder

6.4 Multiple Channels Per Carrier (MCPC) Systems

As the name suggests, in this type of multiple access arrangement, multiple signal channels
are first grouped together to form a single base band signal assembly. These grouped base
band signals modulate preassigned carriers which are then transmitted to the FDMA transpon-
der. Based on the multiplexing technique used to form base band assemblies and the carrier
modulation technique used for onward transmission to the satellite transponder, there are two
common forms of MCPC systems in use. These are:

1. MCPC/FDM/FM/FDMA system
2. MCPC/PCM-TDM/PSK/FDMA system

Each of them is briefly described in the following paragraphs.

6.4.1 MCPC/FDM/FM/FDMA System

In this arrangement, multiple base band signals are grouped together by using frequency divi-
sion multiplexing to form FDM base band signals. The FDM base band assemblies frequency
modulate pre-assigned carriers and are then transmitted to the satellite. The FDMA transponder
receives multiple carriers, carries out frequency translation and then separates out individual
carriers with the help of appropriate filters. Multiple carriers are then multiplexed and trans-
mitted back to Earth over the downlink. The receiving station extracts the channels assigned
to that station. Figure 6.4 shows the typical block schematic arrangement of such a system,
which is suitable only for limited access use. The channel capacity falls with an increase in
the number of carriers. Larger number of carriers causes more intermodulation products, with
the result that intermodulation-prone frequency ranges cannot be used for traffic.

The signal-to-noise ratio at the demodulator output for such a system is given by:

Sb

Nb
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×
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N

)
(6.19)

where

fd = RMS (root mean square) test tone deviation (in Hz)
fm = highest modulation frequency (in Hz)
B = bandwidth of the modulated signal (in Hz)
b = base band signal bandwidth (in Hz)
C = carrier power at the receiver input (in W)
N = noise power (= kTB) in bandwidth B (in W)
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Figure 6.4 Typical block diagram of the MCPC/FDM/FM/FDMA system (MUX, multiplexer; Rx,
receiver; Tx, transmitter)

6.4.2 MCPC/PCM-TDM/PSK/FDMA System

In this arrangement, multiple base band signals are first digitally encoded using the PCM
technique and then grouped together to form a common base band assembly using time division
multiplexing. This time division multiplexed bit stream then modulates a common RF carrier
using phase shift keying as the carrier modulation technique. The modulated signal is then
transmitted to the satellite, which uses FDMA to handle multiple carriers.
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6.5 Time Division Multiple Access (TDMA)

As outlined earlier, time division multiple access (TDMA) is a technique in which different
Earth stations in the satellite footprint having a common satellite transponder use a single
carrier on a time division basis. Different Earth stations transmit traffic bursts in a period
time-frame called the TDMA frame. Over the length of a burst, each Earth station has the
entire transponder bandwidth at its disposal. The traffic bursts from different Earth stations
are synchronized so that all bursts arriving at the transponder are closely spaced but do not
overlap. The transponder works on a single burst at a time and retransmits back to Earth a
sequence of bursts. All Earth stations can receive the entire sequence and extract the signal of
their interest. Figure 6.5 illustrates the basic concept of TDMA. The disadvantages of TDMA
include a requirement for complex and expensive Earth station equipment and stringent timing
and synchronization requirements. TDMA is suitable for digital transmission only.

Figure 6.5 Basic concept of TDMA

TDMA systems can be classified as preassigned TDMA systems, demand assigned TDMA
systems, satellite switched TDMA and limited preassigned TDMA systems. In preassigned
TDMA systems, every Earth station is allotted a specific time slot. In a demand assigned TDMA
system, the time slots are allotted to the Earth stations on request from the control station. In
satellite switched TDMA systems, several antenna spot beams are utilized to provide services
to different regions on the Earth’s surface. Limited preassigned TDMA is a technique that
allows the traffic to be handled during busy hours by demand.

6.6 TDMA Frame Structure

As mentioned above, in a TDMA network, each of the multiple Earth stations accessing a
given satellite transponder transmits one or more data bursts. The satellite thus receives at its
input a set of bursts from a large number of Earth stations. This set of bursts from various Earth
stations is called the TDMA frame. Figure 6.6 shows a typical TDMA frame structure.

It is evident from the frame structure that the frame starts with a reference burst
transmitted from a reference station in the network. The reference burst is followed by
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Figure 6.6 Typical TDMA frame structure

traffic bursts from various Earth stations with a guard time between various traffic bursts from
different stations. The traffic bursts are synchronized to the reference burst to fix their timing
reference. Different parts of the TDMA frame structure are briefly described in the following
paragraphs.

6.6.1 Reference Burst

The reference burst is usually a combination of two reference bursts (RB-1 and RB-2). The
primary reference burst, which can be either RB-1 or RB-2, is transmitted by one of the stations,
called the primary reference station, in the network. The secondary reference burst, which is
RB-1 if the primary reference burst is RB-2 and RB-2 if the primary reference burst is RB-
1, is transmitted by another station, called the secondary reference station, in the network.
The reference burst automatically switches over to the secondary reference burst in the event
of primary reference station’s failure to provide reference burst to the TDMA network. The
reference burst does not carry any traffic information and is used to provide timing references
to various stations accessing the TDMA transponder.

6.6.2 Traffic Burst

Different stations accessing the satellite transponder may transmit one or more traffic bursts
per TDMA frame and position them anywhere in the frame according to a burst time plan that
coordinates traffic between various stations. The timing reference for the location of the traffic
burst is taken from the time of occurrence of the primary reference burst. With this reference,
a station can locate and then extract the traffic burst or portions of traffic bursts intended for
it. The reference burst also provides timing references to the stations for transmitting their
traffic bursts so as to ensure that they arrive at the satellite transponder within their designated
positions in the TDMA frame.



248 Multiple Access Techniques

6.6.3 Guard Time

Different bursts are separated from each other by a short guard time, which ensures that the
bursts from different stations accessing the satellite transponder do not overlap. This guard
time should be long enough to allow for differences in transmit timing inaccuracies and also
for differences in range rate variations of the satellite.

6.7 TDMA Burst Structure

As outlined above, a TDMA frame consists of reference and traffic bursts separated by the
guard time. The traffic burst has two main parts, namely the information carrying portion
and another sequence of bits preceding the information data, called preamble. The purpose of
preamble sequence of bits is to synchronize the burst and to carry management and control
information. The preamble usually consists of three adjacent parts, namely (a) the carrier and
clock recovery sequence, (b) the unique word and (c) the signalling channel. The reference
burst carries no traffic data and contains only the preamble.

6.7.1 Carrier and Clock Recovery Sequence

Different Earth stations have slight differences in frequency and bit rate. Therefore, the receiv-
ing stations must be able to establish accurately the frequency and bit rate of each burst. This is
achieved with the help of carrier and clock recovery sequence bits. The length of this sequence
usually depends on the carrier-to-noise ratio at the input of the demodulator and the carrier
frequency uncertainty. A higher carrier-to-noise ratio and a lower carrier frequency uncertainty
require a smaller bit sequence for carrier and clock recovery and vice versa.

6.7.2 Unique Word

Unique word is again a sequence of bits that follows the carrier and clock recovery sequence of
bits in the preamble. In the reference burst, this bit sequence allows the Earth station to locate
the position of the received TDMA frame. The unique word bit sequence in the traffic burst
provides a timing reference on the occurrence of the traffic burst and also provides a timing
marker to allow the Earth stations to extract their part of the traffic burst. The timing marker
allows the identification of the start and finish of a message in the burst and helps to correct
decoding. For obvious reasons, the unique word should have a high probability of detection.
For instance, when the unique word of a traffic burst is missed, the entire traffic burst is lost. To
achieve this, the unique word is a sequence of 1’s and 0’s selected to exhibit good correlation
properties to enhance probability of detection.

Figure 6.7 shows a type of digital correlator circuit that can be used to detect the unique
word bit sequence. Here, the unique word has N bits and is correlated with a stored pattern of
itself. The received data is input to one of the N-bit shift registers, as shown in the figure, in
synchronization with the data clock rate. The other N-bit shift register has a stored pattern of the
unique word. Each stage of the shift register feeds a 2-bit adder, whose output is a ‘0’ if the bits
are in agreement and a ‘1’ if they are in disagreement. The outputs of N adders are summed up.
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Figure 6.7 Digital correlator circuit

The output of the summer is a step function that depends upon the number of agreements
or disagreements between the received unique word bit pattern and the stored pattern. The
output of summer then feeds a threshold detector that specifies the acceptable number of
disagreements. If the number of mismatches is less than or equal to the preset threshold value,
the unique word is considered to have been detected. Remember that a declaration of the
detection of the unique word occurs at the time instant of reception of the last bit or symbol
of the unique word. As mentioned earlier, if the unique word belongs to the reference burst, it
marks the TDMA receive frame timing. In the case of traffic burst, it marks the receive traffic
burst timing.

6.7.3 Signalling Channel

The signalling channel is used to carry out system management and control functions. The sig-
nalling channel of the reference burst has three channels, namely (a) an order wire channel used
to pass instructions to and from Earth stations, (b) a management channel transmitted by refer-
ence stations to all traffic stations carrying frame management instructions, such as changes in
the burst time plan that coordinates traffic between different stations, and (c) a transmit timing
channel that carries acquisition and synchronization information to different traffic stations,
enabling them to adjust their transmit burst timing (TBT) so that similar bursts from different
stations reach the satellite transponder within the correct time slot in the TDMA frame.

The signalling channel of the traffic burst also has an order wire channel, which performs
the same function as it does in the case of reference burst. It also has a service channel,
which performs functions like carrying traffic station’s status to the reference station, car-
rying information such as the high bit error rate or unique word loss alarms, etc., to other
traffic stations.
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6.7.4 Traffic Information

Traffic bursts follow the reference burst in the TDMA frame structure. Each station
in the TDMA network can transmit and receive many traffic bursts and sub-bursts per
frame. The length of each sub-burst, which represents information on a certain channel, de-
pends upon the type of service and the number of channels being supported in the traffic burst.
For instance, while transmitting a PCM voice channel that is equivalent to a data rate of 64 kbps,
each sub-burst for this channel would be 64 bits long if the frame time available for the purpose
was 1 ms.

6.8 Computing Unique Word Detection Probability

As outlined in earlier paragraphs, accurate detection of the unique word is of the utmost
importance in a TDMA network. Without going into mathematical details, in this part, an
outline will be given of the important mathematical expressions that can be used to compute
probabilities of miss detection and false detection. In general, for a given length (in bits or
symbols) of unique word, increasing the detection threshold, i.e. the maximum number of
acceptable correlation errors, reduces the probability of miss detection but at the same time
increases the probability of false detection. On the other hand, lowering the detection threshold
to improve the false detection probability increases the probability of miss detection.

In view of this, if the detection threshold is designated as ε, the probability of miss detection
is nothing but the probability of it having ε + 1 or more errors. The probability Pi that i bits
or symbols out of N will be in error is given by the binomial distribution as follows:

Pi =
[

N!

i!(N − i)!

]
× pi × (1 − p)N−i (6.20)

where p = average probability of error for receive data.
The probability of correct detection PC, which is the sum of probabilities of 0, 1, 2, 3, . . . , ε

errors, and the probability of miss detection PM, which equals (1 − PC), are then given respec-
tively by the following expressions:

PC =
ε∑

i=0

[{
N!

i!(N − i)!

}
× pi × (1 − p)N−i

]
(6.21)

PM =
N∑

i=(ε+1)

[{
N!

i!(N − i)!

}
× pi × (1 − p)N−i

]
(6.22)

The probability of false detection PF is another parameter of interest and can be computed
on the basis of the logic that it is the probability of a random string of N bits or symbols
accidentally corresponding to the stored unique word pattern to an extent that the number of
bits or symbols in disagreement does not exceed the detection threshold. It is only then that
there would be a false detection of the unique word. Since there are 2N possible combinations
in which random data can occur, the probability of occurrence of the combination matching
the stored unique word pattern would be 1/2N . If the detection threshold is ε, then 1/2N is
also the probability of false detection for ε = 0, i.e. random data completely matching the
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unique word pattern with no correlation errors. In the case where the detection threshold is ε,
the probability of false detection can be computed from

PF =

ε∑
i=0

[
N!

i!(N − i)!

]
2N

(6.23)

The above expression is obvious as the total number of possible combinations in which corre-
lation errors are less than equal to ε will be

ε∑
i=0

[
N!

i!(N − i)!

]
(6.24)

By analysing the expressions for probabilities of miss detection and false detection, the
following observations can be made:

1. For a given value of error probability p of the link, the probability of miss detection can
be reduced by decreasing the length N of the unique word or by increasing the detection
threshold ε. These values are so chosen as to yield PM � p.

2. The probability of false detection can be reduced by increasing the length N of the unique
word or by decreasing the detection threshold ε.

6.9 TDMA Frame Efficiency

TDMA frame efficiency is defined as the percentage of total frame length allocated for trans-
mission of traffic data. It is expressed as

η = 1 −
(

Tx

Tf

)
(6.25)

where

Tx = overhead portion of the frame (guard times, preambles)
Tf = frame length

In the case where the frame has n bursts, Tx can further be expressed as

Tx = n × Tg +
n∑

i=0

Tp,i (6.26)

where

Tg = guard time between bursts
Tp,i = preamble of the ith burst

Frame efficiency should be as high as possible. One of the methods to achieve this is to reduce
the overhead portion of the frame. This cannot be done arbitrarily. For instance, the carrier
and clock recovery sequence must be long enough to provide stable acquisition of the carrier
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and to minimize the ill effects of interburst interference. Also, the guard time in between the
bursts should be long enough to allow for differences in transmit timing inaccuracies and also
for differences in range rate variations of the satellite. All these factors need to be considered
carefully in any TDMA system design.

Frame efficiency can also be increased by increasing the frame length. However, higher the
frame length, larger is the amount of memory needed to perform functions like storing the
incoming terrestrial data at a continuous rate for one frame, transmitting the data at a much
higher burst bit rate to the satellite, storing the receive traffic bursts and then converting the
received data to lower continuous outgoing terrestrial data. Another reason that puts an upper
limit on the frame length is that it needs to be kept at a small fraction of the maximum satellite
round trip delay of about 274 ms in order to avoid adding a significant delay to the transmission
of voice traffic, for which it is usually selected to be less than 20 ms.

6.10 Control and Coordination of Traffic

Two of the most important functions in a TDMA network are controlling the position of the
burst in the frame and coordination of traffic between different stations. Both functions are
intended to ensure that any change in position and length of bursts does not lead to any burst
overlapping or service disruption. Both these functions are performed by the reference station
by using the reference burst through the transmit timing channel to control the burst position
and the management channel to coordinate traffic between stations.

To do the twin tasks mentioned above, the reference station makes use of what is called
a superframe structure. It should be appreciated that to perform control and coordination
functions, the reference station has to address all traffic stations in the network. In order to do
this in the conventional way, it is observed that it needs a large amount of additional time slots
in the reference burst, leading to a reduction in frame efficiency. For instance, if there are N

traffic stations, the reference station will need to send N messages to N stations in the transmit
timing channel and also another N messages to N stations in the management channel of the
reference burst per frame. In order to make transmission and reception of these messages
reliable, which is essential, some form of coding is usually employed. One such coding is
the 8:1 redundancy coding algorithm where an information bit is repeated eight times in a
predetermined pattern and then decoded by using majority decision logic at the receive end.
This further increases the time slot required for the purpose eight times. The same is true for
the service channel of traffic bursts.

This problem is overcome if the reference station sends one message to one station per
frame and the process of sending N messages is then completed in N frames. In other words,
station 1 may be addressed by the reference station in frame 1, station 2 in frame 2 and so on,
with station N being addressed in frame N. The same procedure can be followed by traffic
stations if they have to send a status report to the reference station or some other information to
another traffic station. This reduces the lengths of reference burst and traffic burst preambles
and increases frame efficiency.

Figure 6.8 shows a typical superframe structure with N frames. There are various ways by
which frames can be identified in a superframe. It could be an identification number carried
by the management channel in the reference burst with the identification number of frame 1
serving as the superframe marker. Another method is to use different unique words by the
reference bursts and traffic bursts to distinguish superframe markers from frame markers.
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Figure 6.8 Typical superframe structure with N frames

Having discussed the superframe structure and its significance in performing control and
coordination functions, yet another aspect of control and coordination that needs to be addressed
is the situation where the number of traffic stations in the network is growing. If the number is
fixed or its maximum is known, it is relatively easy for the service channel of traffic bursts to
transmit its message over N frames. However, when the number of stations in the network is
variable, for instance when the network is growing and the demand assignment mode has been
employed for the transponder assignment, it may be appropriate to transmit the messages in
the service channel of traffic bursts and demand assignment messages in a separate superframe
short burst (SSB) at the superframe rate. In this case, each of the stations in the network
transmits a superframe short burst once per superframe; i.e. if station 1 transmits an SSB
during superframe 1, station 2 would transmit an SSB during superframe 2 and so on. The
advantage of having the service channel in the superframe short burst lies particularly in a
situation where a station transmits more than one traffic bursts per frame. Since the messages
to be transmitted from a given station through the service channels of traffic bursts in the same
frame are likely to be identical, redundancy of messages leads to a reduction in frame efficiency.
Figure 6.9 shows the position of the superframe short burst in the superframe structure. The
superframe short burst structure is shown in Figure 6.10.

Figure 6.9 Position of superframe short burst in the superframe structure

Figure 6.10 Superframe short burst structure
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6.11 Frame Acquisition and Synchronization

Frame acquisition and synchronization, both during the receive and transmit phases, are vital to
proper functioning of a TDMA network. While receiving, the station should be able to receive
the traffic bursts addressed to it by the satellite transponder(s) in every frame. Similarly, while
transmitting, the station should be able to transmit the traffic bursts in such a way that the bursts
arrive at the transponder(s) at the correct position within the frame without any overlap with the
bursts from other traffic stations.

6.11.1 Extraction of Traffic Bursts from Receive Frames

To ensure a proper receive operation, the traffic station establishes the receive frame timing
(RFT), which is defined as the time instant of occurrence of the last bit or symbol of the unique
word of the primary reference burst. This sets the time marker from which the location of
the traffic burst intended for a given station can be fixed. This is achieved by identifying the
receive burst timing (RBT), which is determined by knowing the offset between the receive
frame timing reference and the transmit burst timing. The amount offset in bits or symbols
is contained in a receive burst time plan, which is stored in the foreground memory of the
traffic station. Thus with the help of a receive burst time plan, the traffic station can extract all
traffic bursts addressed to it in different frames. This whole process is called the receive frame
acquisition.

6.11.2 Transmission of Traffic Bursts

A prerequisite for proper transmission of traffic burst is that it should reach the satellite
transponder within the allocated position in the TDMA frame so as not to cause any over-
lap with traffic bursts transmitted to the transponder by other traffic stations. This can be
ensured again by establishing what is called transmit frame timing (TFT) and transmit burst
timing (TBT). While the former marks the start of the station’s time frame, the latter marks the
start of traffic burst. Again, the position of the traffic burst in a transmitted frame is determined
by the offset between the transmit frame timing and the transmit burst timing. The information
on the offset is contained in the transmit burst time plan stored in the foreground memory
of the traffic station. The traffic burst that is transmitted at its transmit burst timing will fall
into its appropriate position in the TDMA frame at the transponder. Similarly, traffic bursts
from other stations accessing a particular transponder fall into their preassigned or designated
positions in the TDMA frame without causing any burst overlapping. This whole process is
called transmit frame acquisition.

6.11.3 Frame Synchronization

What has been discussed in the preceding paragraphs is the acquisition of receive frame and
transmit frame timings. The acquisition process is needed when a station enters or re-enters
operation. The process of maintaining the acquired timing references is synchronization. Syn-
chronization becomes a necessity due to small changes in the satellite orbit caused by a variety
of factors. A geostationary satellite orbit may be specified in terms of its inclination angle with
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the equatorial plane, its eccentricity and its east–west drift. A variation in the inclination angle
causes north–south drift and a variation in eccentricity causes a variation in altitude. In the
case of a geostationary orbit, the peak-to-peak variation in altitude is 0.2 % of the orbit radius
(=42 164 km), which amounts to about 85 km (0.2 × 42164/100). Peak-to-peak north–south
drift and peak-to-peak east–west drift are about 0.2◦, which amounts to about 150 km in terms
of distance. These errors introduce a maximum range variation of 172 km [=√

(852 + 1502)].
This is equivalent to a one-way propagation delay of 0.575 ms and a round trip maximum
delay variation of 1.15 ms. Assuming that the satellite takes about 8 hours to move from its
nominal position to a position where maximum delay variation occurs, this leads to a maxi-
mum Doppler shift of 40 ns/s. This Doppler shift causes errors in the burst positions as they
arrive at the transponder. Thus, frame synchronization is necessary for proper transmission
and reception of traffic bursts.

Problem 6.1
A TDMA frame and burst structure has the following parameters:

1. TDMA frame length = 20 ms
2. Length of carrier and clock recovery sequence = 352 bits
3. Length of unique word = 48 bits
4. Length of order wire channel = 510 bits
5. Length of management channel = 256 bits
6. Length of transmit timing channel = 320 bits
7. Length of service channel = 24 bits
8. Guard time = 64 bits

Also each of the 10 stations in the network transmits two traffic bursts in each frame and
each frame contains two reference bursts in addition.

Determine the following:

(a) Length of the reference burst preamble (in bits)
(b) Length of the traffic burst preamble (in bits)
(c) Total number of overhead bits

Solution:

(a) It is known that the reference burst contains only the preamble with the carrier and
clock recovery sequence, unique word, order wire channel, management channel and
transmit timing channel as various component parts. Therefore, the length of the ref-
erence burst preamble (from given data) = 352 + 48 + 510 + 256 + 320 = 1486 bits.

(b) The preamble of the traffic burst contains the carrier and clock recovery sequence,
unique word, order wire channel and service channel. Therefore, the length of the
traffic burst preamble (from given data) = 352 + 48 + 510 + 24 = 934 bits.

(c) Since there is a total of 22 bursts per frame (2 reference bursts and 20 traffic bursts),
the total guard time per frame is given by 22 × 64 = 1408 bits. Therefore, the total
number of overhead bits is 1486 × 2 + 934 × 20 + 1408 = 2972 + 18 680 + 1408 =
23 060 bits.
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Problem 6.2
If in Problem 6.1, the TDMA burst bit rate is 90 Mbps, determine the TDMA frame
efficiency.

Solution: The total number of bits in the frame = 90 × 106 × 20 × 10−3 = 1 800 000 bits.
Therefore, the frame efficiency = [(1 800 000 − 23 060)/1 800 000] × 100% = 98.72 %.

Problem 6.3
Considering the TDMA frame whose data are given in Problems 6.1 and 6.2, if the traffic
data is assumed to be voice and voice is PCM encoded, with each voice channel data
rate being 64 kbps, determine the maximum number of PCM voice channels carried in
a frame.

Solution: The length of the TDMA frame = 20 ms. Therefore, the number of bits in a
frame for a voice sub-burst = 64 × 103 × 20 × 10−3 = 1280 bits. Now, the total number
of bits available in a frame for carrying traffic is given by 1 800 000 × 0.9872 = 1 776 960.
Therefore, the maximum number of PCM voice channels in a frame = 1 776 960/1280 =
1388 channels.

Problem 6.4
A geostationary satellite has an orbital radius of 42 150 km. If the station-keeping accu-
racy of the satellite is ±0.15◦ and the altitude variation caused by the orbit inclination is
0.25 %, determine the maximum Doppler shift caused by these variations in terms of vari-
ation in the round trip propagation delay as a function of time. Assume that it takes the
satellite about 8 hours to move from its nominal position to a position of maximum delay
variation.

Solution:
Variation in altitude caused by orbit inclination = 0.0025 × 42 150 = 105.4 km

Variation due to a station-keeping error of 0.3◦ = 42 150 × 2 × � × 0.3/360 = 220.7 km

Both these errors will introduce a maximum range variation of

√
(220.7)2 + (105.4)2 = 244.6 km

This causes a one-way propagation delay of (244.6 × 103/3 × 108)s = 0.815 ms
Therefore the round-trip propagation delay = 2 × 0.815 ms = 1.63 ms
Doppler shift = 1.63 ms in 8 hours = 56.25 ns/s

6.12 FDMA vs. TDMA

TDMA and FDMA systems offer some advantages and disadvantages with respect to each
other. In this section we present the comparison between the two systems.
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6.12.1 Advantages of TDMA over FDMA

1. The bit capacity of the TDMA system is independent of the number of accesses.
2. The power amplifiers in the transponder of a TDMA system can be operated in the saturation

mode as opposed to that of an FDMA system. This increases the capacity of multiple
accesses.

3. The duty cycle of the Earth station in a TDMA system is low.
4. TDMA systems allow the use of digital techniques like digital speech interpolation, satellite

on-board switching and so on.
5. The TDMA systems offer more flexibility due to use of high-speed logic circuits and

processors which offer high data rates.
6. TDMA systems are more economical as compared to FDMA systems as they are easy to

multiplex, independent of distance and can be easily interfaced with terrestrial services.
7. TDMA systems can tolerate higher levels of interference noise.

6.12.2 Disadvantages of TDMA over FDMA

1. The peak power of the amplifier in a TDMA system is always large.
2. The TDMA system is more complex as compared to the FDMA system. The Earth station

of the TDMA system requires ADC, clock recovery, synchronization, burst control and data
processing before transmission.

3. TDMA systems use high-speed PSK/FSK circuits.

6.13 Code Division Multiple Access (CDMA)

In case of code division multiple access (CDMA), the entire bandwidth of the transponder
is used simultaneously by multiple Earth stations at all times. Code division multiple access,
therefore allows multiple Earth stations to access the same carrier frequency and bandwidth
at the same time. Each transmitter spreads its signal over the entire bandwidth, which is
much wider than that required by the signal otherwise. One of the techniques to do this is to
multiply the information signal, which has a relatively lower bit rate, by a pseudorandom bit
sequence with a much higher bit rate. Interference between multiple channels is avoided as
each transmitter uses a unique pseudorandom code sequence. Receiving stations recover the
desired information by using a matched decoder that works on the same unique code sequence
used during transmission. In the following paragraphs, it will be seen how such a system works.

It is assumed that the message signal is a PCM bit stream. Each message bit is combined
with a predetermined code bit sequence. This predetermined code sequence of bits is usually
a pseudorandom noise (PN) signal. The bit rate of the PN sequence is kept much higher than
the bit rate of the message signal. This spreads the message signal over the entire available
bandwidth of the transponder. It is because of this reason that this technique of multiple
access is often referred to as spread spectrum multiple access (SSMA). The spread spectrum
operation enables the signal to be transmitted across a frequency band that is much wider than
the minimum bandwidth required for the transmission of the message signal. The PN sequence
bits are often referred to as ‘chips’ and their transmission rate as the ‘chip rate’. The receiver
is able to retrieve the message addressed to it by using a replica of the PN sequence used at
the transmitter, which is synchronized with the transmitted PN sequence.
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CDMA uses direct sequence (DS) techniques to achieve the multiple access capability. In
this, each of the N users is allocated its own PN code sequence. PN code sequences fall into the
category of orthogonal codes. Cross-correlation of two orthogonal codes is zero, while their
auto-correlation is unity. This forms the basis of each of the N stations being able to extract
its intended message signal from a bit sequence that looks like white noise.

6.13.1 DS-CDMA Transmission and Reception

Figure 6.11 shows the basic DS-CDMA transmitter. The diagram is self-explanatory. The
transmitter generates a bit stream by multiplying in the time domain the message bit stream
mi(t) and the code information ai(t). Multiplication in the time domain is convolution in the
frequency domain. Therefore, the product of mi(t) and ai(t) produces a signal whose spectrum
is nothing but convolution of the spectrum of mi(t) and the spectrum of ai(t). Also, if the
bandwidth of the message signal is much smaller than the bandwidth of the code signal, the
product signal has a bandwidth approaching that of the code signal.

Tx

Data   
Modulator

Spreading
modulation

mi(t)Message

antenna

Carrier
generator

Code   
generator

ai(t)

Figure 6.11 Basic block schematic arrangement of the DS-CDMA transmitter

The message signal is either an analogue or a digital signal. In the majority of cases, it is
a digital signal. In that case, message signal modulation as shown in the diagram is omitted
and the message signal is directly multiplied by the code signal. The resulting signal then
modulates a wideband carrier using a digital modulation technique, which is usually some
form of phase shift keying.

Figure 6.12 shows the basic block schematic arrangement of the DS-CDMA receiver. The
diagram is self-explanatory. It is assumed that the receiver is configured to receive the message
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Figure 6.12 Basic block schematic arrangement of the DS-CDMA receiver
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signal mi(t). The receiver in this case generates a code signal ai(t) synchronized with the
received message. If the signals represented by suffix j constitute undesired signals, i.e. noise,
then the bit stream present at the output of the first stage of the receiver and at the input of the
demodulator is given by

[a2
i (t)][mi(t)] +

N∑
i=1
j /= i

[ai(t)][aj(t)][mj(t)] (6.27)

In the case of orthogonal codes,∫ T

0
ai

2(t) = 1 (6.28)

∫ T

0
[ai(t)][aj(t)] = 0 for i /= j (6.29)

By substituting these values, it is found that only the first part of the expression for the received
bit sequence is the desired one; the remaining part is just noise.

A term called processing gain (G) is defined in such systems. It is given by

G = 10 log (Number of chips per bit) = 10 log (chip rate/message information rate) (6.30)

A chip rate of 2.5 Mbps and a message bit rate of 25 kbps would give a processing gain of
20 dB. Since the undesired component or the noise is spread over the entire bandwidth and
the receiver responds only to the 1/G part of this bandwidth, this has the effect of reducing
the noise by the same factor. The thermal noise and intermodulation noise are also reduced
by the factor G. To sum up, the input to the DS-CDMA receiver is wide band and contains
both desired and undesired components. When this received bit stream is applied to the cor-
relator, the output of the correlator is the desired message signal centred on the intermediate
frequency. The undesired signals remain spread over the entire bandwidth and only that portion
within the receiver bandwidth causes interference. This is further illustrated in Figure 6.13.

In practice, the cross-correlation function is not equal to zero, which leads to some perfor-
mance degradation. The level of interference is directly determined by the ratio of the peak
cross-correlation value to the peak auto-correlation value of the pseudorandom code sequences.

DS-CDMA is further divided into two types, namely:

1. Sequence synchronous DS-CDMA
2. Sequence asynchronous DS-CDMA

6.13.1.1 Sequence Synchronous DS-CDMA

In the case of the sequence synchronous DS-CDMA system, the message bit duration is chosen
to be a certain N times the PN sequence bit duration. This implies that the ratio of the chip
rate to message bit rate is N, which is also the processing gain of the system. Also, the system
is so synchronized that the PN sequence period of each carrier is time-aligned at the satellite.
This is similar to what is done in TDMA, but the synchronization requirements in this case
are far less stringent. Here, synchronization in time should be of the order of one-fifth of the
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Figure 6.13 Signal output of the correlator

PN sequence bit duration. Knowing the timing error caused by the Doppler effect, this sets an
upper limit on the maximum usable chip rate.

6.13.1.2 Sequence Asynchronous DS-CDMA

In the case of the sequence asynchronous DS-CDMA system, the message bit duration is
chosen to be a certain N times the PN sequence bit duration. The difference between the two
systems lies in the fact that here no attempt is made to align the PN sequence period at the
satellite. Therefore, there will be time shifts between different carriers. It can be verified that
the sequence synchronous DS-CDMA system offers no definite advantage over the sequence
asynchronous DS-CDMA system when the user population is much larger than the number of
simultaneous users.

6.13.2 Frequency Hopping CDMA (FH-CDMA) System

CDMA is also referred to as spread spectrum multiple access because of the reason that the
carrier spectrum is spread over a much larger bandwidth as compared to the information rate.
The spread spectrum signal is inherently immune to jamming as it forces the jammer to deploy
its transmitted jamming power over a much wider bandwidth than would have been necessary
for a conventional system. In other words, for a given power of the jammer, the power spectral
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density produced by the jammer becomes reduced by a factor of increase in the bandwidth due
to spreading. The direct-sequence CDMA discussed in earlier paragraphs is one way to spread
the carrier spectrum where the message bit sequence is multiplied by a pseudorandom code
sequence. Frequency hopping (FH), to be discussed in the following paragraphs, is another
method used to do the same.

In the case of a frequency hopping CDMA (FH-CDMA) system, the carrier is sequen-
tially hopped into a series of frequency slots spread over the entire bandwidth of the satellite
transponder. The transmitter operates in synchronization with the receiver, which remains al-
ways tuned to the frequency of the transmitter. The transmitter transmits a short burst of data
on a narrowband, then tunes to another frequency and transmits again. The transmitter thus
hops its frequency over a given bandwidth several times per second, transmitting one fre-
quency for a certain period of time, then hopping to another frequency and transmitting again.
This is achieved by using a frequency synthesizer whose output is controlled by a pseudoran-
dom code sequence. The pseudorandom code sequence decides the instantaneous transmission
frequency. On the receiver side, the data can be recovered by using an identical frequency syn-
thesizer controlled by an identical pseudorandom sequence. Figures 6.14 and 6.15 show the
block schematic arrangements of typical FH-CDMA transmitter and receiver respectively. The
diagrams are self-explanatory.

Tx

Baseband       Up                 Data

Tx
antenna

Modulator converter
Data

Code                      
generator

Frequency            
synthesizerg

Figure 6.14 Block schematic arrangement of a typical FH-CDMA transmitter

Due to the random hopping pattern as governed by the pseudorandom sequence, to an
observer, the carrier appears to use the entire transponder bandwidth over the pseudorandom
sequence period. At a given instant of time, however, it uses a particular frequency slot. The
hopping rate of the carrier may equal the coded symbol rate in the case of slow hop systems
or be several times that of the coded symbol rate in the case of fast hop systems. In the case of
FH-CDMA, each Earth station is assigned a unique hop pattern. Commonly used modulation
schemes in frequency hop CDMA systems include noncoherent M-ary FSK (FSK techniques
having M frequency levels) and differential QPSK. Also, non-coherent demodulation is used
as it is very difficult to maintain phase coherence between the hops.
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Rx
antenna

Down    Data
Data

converter demodulator

Synchronization/
tracking

CodeFrequency
generatorsynthesizer

Figure 6.15 Block schematic arrangement of a typical FH-CDMA receiver

6.13.3 Time Hopping CDMA (TH-CDMA) System

In the case of the time hopping CDMA (TH-CDMA) system, the pseudorandom bit sequence
determines the time instant of transmission of information. In fact, the signal is transmitted by
the user in rapid bursts during time intervals determined by the pseudorandom code assigned
to the user. A given user transmits only during one of the M time slots each frame has been
divided into. However, the time slot used by a given user for transmission of data in successive
frames depends upon the code assigned to it. Since each user transmits its data only during
one of the M time slots in each frame, the bandwidth available to it increases by a factor of M.
Figure 6.16 shows the block schematic arrangement of a typical TH-CDMA transmitter. The
typical receiver block schematic is shown in Figure 6.17.
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Figure 6.16 Block schematic arrangement of a typical TH-CDMA transmitter
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Figure 6.17 Block schematic arrangement of a typical TH-CDMA receiver

6.13.4 Comparison of DS-CDMA, FH-CDMA and TH-CDMA Systems

The operational principle of the three systems can be illustrated with the help of frequency–
time graphs, as shown in Figures 6.18 (a), (b) and (c). These graphs depict the frequency usage
of the three systems as a function of time. It is evident from the graph shown in Figure 6.18 (a)
that a DS-CDMA system occupies the whole of the available bandwidth when it transmits,
whereas an FH-CDMA system uses only a small part of the bandwidth at a given instant of
time when it transmits, as shown in Figure 6.18 (b). However, the location of this part differs
with time. The bandwidth occupied by an FH-CMDA signal for a given hop frequency depends
not only on the bandwidth of the message signal but also on the shape of the hopping signal
and the hopping frequency. In the case of a slow hop system, when the hopping frequency is
much smaller than the message signal bandwidth, the occupied bandwidth is mainly decided
by the message signal bandwidth. In case of a fast hop system, when the hopping frequency

Figure 6.18 Frequency–time graphs of (a) DS-CDMA system (b) FH-CDMA system and (c)
TH-CDMA system



264 Multiple Access Techniques

is much larger than the message signal bandwidth, the occupied bandwidth is mainly decided
by the shape of the hopping signal at a given hopping frequency.

In the case of time hopping CDMA (TH-CDMA), depicted in Figure 6.18 (c), as compared
to FH-CDMA, the whole of the available bandwidth is used for short time periods instead of
parts of the bandwidth being used all the time. To sum up, DS-CDMA uses an entire bandwidth
all the time, FH-CDMA uses a small part of the bandwidth at a given time instant but the chosen
frequency slot varies with time in order to cover the entire bandwidth and TH-CDMA uses the
entire bandwidth for short periods of time.

Problem 6.5
A geostationary satellite has a round-trip propagation delay variation of 40 ns/s due to
station-keeping errors. If the time synchronization of DS-CDMA signals from different Earth
stations is not to exceed 20 % of the chip duration, determine the maximum allowable chip
rate so that a station can make a correction once per satellite round - trip delay. Assume
the satellite round-trip delay to be equal to 280 ms.

Solution:
Doppler effect variation due to station-keeping errors = 40 ns/s

Satellite round trip delay = 280 ms
Therefore,

Time error due to the Doppler effect in one satellite round trip = 40 × 10−9 × 280 × 10−3

= 11.2 ns

Let Tc = chip duration. Then

0.2 × Tc = 11.2 ns or Tc = 56 ns

which gives maximum chip rate = (1/56) Gbps = 1000/56 Mbps = 17.857 Mbps

Problem 6.6
If, in Problem 6.5, the maximum chip rate is to be 25 Mbps, what should be the maximum
permissible Doppler effect variation due to station-keeping errors?

Solution:

Chip rate = 25 Mbps

Therefore

Chip duration = 1/25�s = 40 ns

Maximum allowable timing error per satellite round trip = 0.2 × 40 ns = 8 ns
This 8 ns error is to occur in 280 ms. Therefore,
Maximum permissible Doppler effect variation = (8/280 × 10−3) ns/s = 28.57 ns/s
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Problem 6.7
In a DS-CDMA system, the information bit rate and chip rate are respectively 20 kbps and
20 Mbps. Determine the processing gain in dB and also determine the noise reduction (in
dB) achievable in this system.

Solution:

Chip rate = 20 Mbps
Information bit rate = 20 kbps
Processing gain = 10 log (chip rate/information bit rate)

= 10 log (20 × 106/20 × 103) = 10 log(1000) = 30 dB

Noise reduction achievable = processing gain = 30 dB

6.14 Space Domain Multiple Access (SDMA)

So far, multiple access techniques have been discussed that allow multiple Earth stations to
access a given transponder(s) capacity without causing any interference among them. In the
case of the frequency division multiple access (FDMA) technique, different Earth stations
are able to access the total available bandwidth in satellite transponder(s) by virtue of their
different carrier frequencies, thus avoiding interference amongst multiple signals. Here each
Earth station is allocated only a part of the total available transponder bandwidth. In the case of
the time division multiple access (TDMA) technique, different Earth stations in the satellite’s
footprint make use of the transponder by using a single carrier frequency on a time division
basis. In this case, the transponder’s entire bandwidth is available to each Earth station on
a time-shared basis. In the case of the code division multiple access technique (CDMA),
the entire bandwidth of the transponder is used simultaneously by multiple Earth stations at
all times. Each transmitter spreads its signal over the entire transponder bandwidth. One of
the methods to do so is by multiplying the information signal by a unique pseudorandom
bit sequence. Others include frequency hopping and time hopping techniques. Interference
is avoided as each transmitter uses a unique code sequence. Receiving stations recover the
desired information by using a matched decoder that works on the same unique code sequence
as used during transmission.

Space domain multiple access (SDMA), as outlined in the beginning of the chapter, is a
technique that primarily allows frequency re-use where adjacent Earth stations within the foot-
print of the satellite can use the same carrier transmission frequency and still avoid co-channel
interference by using orthogonal antenna beam polarization. Also, transmissions from/to a
satellite to/from multiple Earth stations can use the same carrier frequency by using narrow
antenna beam patterns. As also mentioned earlier, in an overall satellite link, SDMA is usually
achieved in conjunction with other types of multiple access techniques such as FDMA, TDMA
and CDMA. That is why these techniques were briefly mentioned here again before going into
SDMA in a little more detail.

6.14.1 Frequency Re-use in SDMA

Frequency re-use, as outlined above, is the key feature and the underlying concept of space do-
main multiple access (SDMA). In the face of continually increasing demands on the frequency
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spectrum, it becomes important that frequency bands assigned to satellite communications
are efficiently utilized. One of the ways of achieving this is to re-use all or part of the fre-
quency band available for the purpose. Another way could be employment of efficient user
access methods. Yet another approach could be the use of efficient modulation, encoding and
compression techniques in order to pack more information into available bandwidths.

Restricting the discussion to frequency re-use, which is the present topic, the two methods in
common use today for the purpose are beam separation and beam polarization. Beam separation
is based on the fact that if two beams are so shaped that they illuminate two different regions
on the surface of the Earth without overlapping, then the same frequency band could be used
for the two without causing any mutual interference. One could do so by using two different
antennas [Figure 6.19(a)] or a single antenna with two feeds [Figure 6.19(b)].

Figure 6.19 Frequency re-use using beam separation employing (a) Two antennas and (b) Single antenna

Beam polarization, on the other hand, relies on the principle of using two orthogonally
polarized electromagnetic waves to transmit and receive using the same frequency band with
no mutual interference between the two. Orthogonal polarizations used commonly include
horizontal and vertical polarizations or right-hand circular and left-hand circular polarizations.

Both techniques have the capability of doubling the transmission capacity individually, and
when used in tandem can increase the capacity four times. SDMA is seldom used in isolation. It
is usually used in conjunction with other types of multiple access techniques discussed earlier,
including FDMA, TDMA and CDMA. In the following paragraphs, the employment of SDMA
separately with each one of these multiple access techniques will be briefly discussed.

6.14.2 SDMA/FDMA System

Figure 6.20 shows a typical block schematic arrangement of the SDMA/FDMA system in which
the satellite uses fixed links to route an incoming uplink signal as received by a receiving antenna
to a particular downlink transmitter antenna. It is clear from the diagram that the satellite uses
multiple antennas to produce multiple beams. The transmitting antenna–receiving antenna
combination defines the source and destination Earth stations.

The desired fixed links can be set on board the satellite by using some form of a switch,
which can be selected only occasionally when the satellite needs to be reconfigured. The links
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Figure 6.20 Typical block schematic arrangement of an SDMA/FDMA system (DEMUX,
de-multiplexer)

could also be configured alternatively by switching the filters with a switch matrix operated
by a command link. It may once again be mentioned here that satellite switches are changed
only occasionally when the satellite is to be reconfigured.

6.14.3 SDMA/TDMA System

This system uses a switching matrix to form uplink/downlink beam pairs. In conjunction
with TDMA, the system allows TDMA traffic from the uplink beams to be switched to the
downlink beams during the course of a TDMA frame. The link between a certain source–
destination combination exists at a specified time for the burst duration within the TDMA
frame. As an example, the signal on beam 1 may be routed to beam 3 during, say, the first
40 μs of a 2 ms TDMA frame and then routed to beam n during the next 40 μs slot. The process
continues until every connection for the traffic pattern has been completed. Figure 6.21 shows a

Figure 6.21 Typical transponder arrangement for an SDMA/SS/TDMA system
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typical transponder arrangement for an SDMA/SS/TDMA system. (SS here stands for ‘satellite
switched’).

6.14.4 SDMA/CDMA System

CDMA provides multiple access to the satellite. The satellite receives an uplink CDMA bit
stream, decodes it to determine the destination address and then routes it to the desired down-
link. The bit stream is usually re-timed, regenerated and stored in onboard processors before
it is retransmitted. This implies that a downlink configuration does not need to be the same as
the uplink configuration, thus allowing each link to be optimized.
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Glossary
Code division multiple access (CDMA): A multiple access technique in which the entire bandwidth of
the transponder is used simultaneously by multiple Earth stations at all times
Demand assigned multiple access (DAMA): A transponder assignment mode that allows multiple
users to share a common link, with each user only required to put up a request to the control station
or agency for the same as and when it requires to use the link
Direct sequence CDMA: In this form of CDMA, the information signal, which has a relatively lower
bit rate, is multiplied by a pseudorandom bit sequence with a much higher bit rate, with the result that
the carrier frequency spectrum is spread over a much larger bandwidth. Interference between multiple
channels is avoided as each transmitter uses a unique pseudorandom code sequence
Frequency division multiple access (FDMA): A multiple access technique in which different Earth
stations are able to access the total available bandwidth in satellite transponder/s by virtue of their
different carrier frequencies, thus avoiding interference among multiple signals
Frequency hopping CDMA: In the case of a frequency hopping CDMA system, the carrier is sequen-
tially hopped into a series of frequency slots spread over the entire bandwidth of the satellite transponder.
The transmitter hops its frequency over a given bandwidth several times per second, transmitting on one
frequency for a certain period of time, and then hopping to another frequency and transmitting again
Guard time: Different bursts are separated from each other by a short time period, known as the guard
time, which ensures that bursts from different stations accessing the satellite transponder do not overlap
Multichannel per carrier FDMA: This is a type of FDMA where the Earth station frequency multi-
plexes several channels into one carrier base band assembly, which then frequency-modulates an RF
carrier and transmits it to the FDMA satellite transponder
Multiple access: Multiple access means access to a given facility or resource by multiple users. In the
context of satellite communication, the facility is the transponder and the multiple users are various
terrestrial terminals under the footprint of the satellite
Preassigned multiple access: A transponder assignment mode in which the transponder is assigned to
the user either permanently for the satellite’s full lifetime or at least for long durations. The preassignment
may be that of a certain frequency band, time slot or a code
Random multiple access: A transponder assignment mode in which access to the link or the transponder
is by contention. A user transmits the messages without knowing the status of messages from other users.
Due to the random nature of transmissions, data from multiple users may collide. In case a collision
occurs, it is detected and the data are retransmitted. Retransmission is carried out with random time
delays and sometimes may have to be done several times
Reference burst: The reference burst is used to provide timing references to various stations accessing
the TDMA transponder. It does not carry any traffic information
Signalling channel: The signalling channel is used to carry out system management and control func-
tions
Single channel per carrier FDMA: This is a type of FDMA in which each signal channel modulates
a separate RF carrier which is then transmitted to the FDMA transponder. The modulation technique
used here could either be frequency modulation (FM) in the case of analogue transmission or phase shift
keying (PSK) for digital transmission
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Space domain multiple access (SDMA): SDMA is a technique that primarily allows frequency re-use
where adjacent Earth stations within the footprint of the satellite can use the same carrier transmission
frequency and still avoid co-channel interference by using either orthogonal antenna beam polarization
or narrow antenna beam patterns
Spread spectrum communications: A technique in which the carrier frequency spectrum is spread over
a much larger bandwidth as compared to the information rate. This not only makes the system immune
to interception by an enemy but also gives it an anti-jamming capability. CDMA and its different variants
employ the spread spectrum technique
TDMA frame: In a TDMA network, each of the multiple Earth stations accessing a given satellite
transponder transmits one or more data bursts. The satellite thus receives at its input a set of bursts from
a large number of Earth stations. This set of bursts from various Earth stations is called the TDMA frame
TDMA frame efficiency: TDMA frame efficiency is defined as the percentage of total frame length
allocated for transmission of traffic data
Time division multiple access (TDMA): A multiple access technique in which different Earth stations
in the satellite’s footprint make use of a transponder by using a single carrier on a time division basis
Time hopping CDMA: In this form of CDMA, the data signal is transmitted in rapid bursts at time
intervals determined by a pseudorandom code sequence assigned to the user. Time hopping CDMA uses
a wideband spectrum for short periods of time instead of parts of the spectrum all the time
Unique word: The function of the unique word is to establish the existence of burst and to enable
determination of a timing marker, which can be used to establish the position of each bit in remainder of
the burst



7
Satellite Link Design
Fundamentals

In this chapter, as the title of the chapter itself suggests, a comprehensive look will be taken at the
important parameters that govern the design of a satellite communication link. The significance
of each one of these parameters will be discussed vis-à-vis the overall link performance in terms
of both quantity and quality of services provided by the link, without of course losing sight of
the system complexity of both the Earth station and the space segment and the associated costs
involved therein. What is implied by the previous sentence is that for a given link performance,
a better system performance could perhaps be provided by making the Earth station and
spacecraft instrumentation more complex, thereby increasing overall costs, sometimes to the
extent of making it an unviable proposition.

The designer must therefore attempt to optimize the overall link, giving due attention to
each element of the link and the factors associated with its performance. The chapter begins
with a brief introduction to various parameters that characterize a satellite link or influence its
design. Each one of these parameters is then dealt with in greater detail. This is followed by the
basics of link design and the associated mathematical treatment, which is suitably illustrated
with a large number of illustrations and design examples.

7.1 Transmission Equation

The transmission equation relates the received power level at the destination, which could be
the Earth station or the satellite in the case of a satellite communication link, to the transmitted
RF power, the operating frequency and the transmitter–receiver distance. It is fundamental to
the design of not only a satellite communication link but also any radio communication link
because the quality of the information delivered to the destination is governed by the level of
the signal power received. The reason for this is that it is the received carrier-to-noise ratio that
is going to decide the quality of information delivered, and for a given noise contribution from
various sources, both internal and external to the system, the level of received power is vital
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to the design of the communication link. An estimation of received power level in a satellite
communication link is made in the following paragraphs.

It is assumed that the transmitter radiates a power PT watts with an antenna having a gain
GT as compared to the isotropic radiation level. The power flux density (PRD in W/m2) due to
the radiated power in the direction of the antenna bore sight at a distance d metres is given by

PRD = PTGT

4πd2 (7.1)

The product PTGT is the effective isotropic radiated power (EIRP). Also, if the radiating
aperture AT of the transmitting antenna is large as compared to λ2, where λ is the operating
wavelength, then GT equals (4πAT/λ2). If AR is the aperture of the receiving antenna, then
the received power PR at the receiver at a distance d from the transmitter can be expressed as

PR =
(

PTGT

4πd2

)
AR (7.2)

where AR is related to the receiver antenna gain by GR = 4πAR/λ2. The expression for the
received power is modified to

PR = PTGTGRλ2

(4πd)2 (7.3)

or

PR = PTGTGR

(4πd/λ)2 = PTGTGR

LP
(7.4)

The term (4πd/λ)2 represents the free space path loss LP. The above expression is
also known as the Friis transmission equation. The received power can be expressed in
decibels as

10 log PR = 10 log PT + 10 log GT + 10 log GR − 10 log LP

PR(in dBW) = EIRP(in dBW) + GR(in dB) − LP(in dB) (7.5)

The above equation can be modified to include other losses, if any, such as losses due to
atmospheric attenuation, antenna losses, etc. For example, if LA, LTX and LRX are the losses
due to atmospheric attenuation, transmitting antenna and receiving antenna respectively, then
the above equation can be rewritten as

PR = EIRP + GR − LP − LA − LTX − LRX (7.6)

Problem 7.1
A geostationary satellite at a distance of 36 000 km from the surface of the Earth radiates
a power of 10 watts in the desired direction through an antenna having a gain of 20 dB.
What would be the power density at a receiving site on the surface of the Earth and also
the power received by an antenna having an effective aperture of 10 m2?
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Solution: The power density can be computed from

Power flux density = PTGT

4�d2

where the terms have their usual meaning. Here,

GT = 20 dB = 100, PT = 10 watts, d = 36 000 km = 36 × 106 m

This gives

Power flux density = (10 × 100)/[4 × � × (36 × 106)2] = 0.0614 × 10−12 W/m2

Power received by the receiving antenna = 0.0614 × 10−12 × 10 = 0.614 pW

7.2 Satellite Link Parameters

Important parameters that influence the design of a satellite communication link include the
following:

1. Choice of operating frequency
2. Propagation considerations
3. Noise considerations
4. Interference-related problems

7.2.1 Choice of Operating Frequency

The choice of frequency band from those allocated by the International Telecommunications
Union (ITU) for satellite communication services such as the fixed satellite service (FSS), the
broadcast satellite service (BSS) and the mobile satellite service (MSS) is mostly governed by
factors like propagation considerations, coexistence with other services, interference-related
issues, technology status, economic considerations and so on. While it may be more economic
to use lower frequency bands, there would be interference-related problems as a large num-
ber of terrestrial microwave links use frequencies within these bands. Also, lower frequency
bands would offer lower bandwidths and hence a reduced transmission capacity. Higher fre-
quency bands offer higher bandwidths but suffer from the disadvantage of severe rain-induced
attenuation, particularly above 10 GHz. Also, above 10 GHz, rain can have the effect of re-
ducing isolation between orthogonally polarized signals in a frequency re-use system. It may
be mentioned here that for frequencies less than 10 GHz and elevation angles greater than 5◦,
atmospheric attenuation is more or less insignificant.

7.2.2 Propagation Considerations

The nature of propagation of electromagnetic waves or signals through the atmospheric portion
of an Earth station–satellite link has a significant bearing on the link design. From the viewpoint
of a transmitted or received signal, it is mainly the operating frequency and to a lesser extent
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the polarization that would decide how severe the effect of atmosphere is going to be. From the
viewpoint of atmosphere, it is the first few tens of kilometres constituting the troposphere and
then the ionosphere extending from about 80 km to 1000 km that do the damage. The effect of
atmosphere on the signal is mainly in the form of attenuation caused by atmospheric scattering
and scintillation and depolarization caused by rain in the troposphere and Faraday rotation in
the ionosphere. While rain-induced attenuation is very severe for frequencies above 10 GHz,
polarization changes due to Faraday rotation are severe at lower frequencies and are almost
insignificant beyond 10 GHz. In fact, atmospheric attenuation is the least in the 3 to 10 GHz
window. That is why it is the preferred and most widely used one for satellite communications.

7.2.3 Noise Considerations

In both analogue and digital satellite communication systems, the quality of signal received
at the Earth station is strongly dependent on the carrier-to-noise ratio of the satellite link. The
satellite link comprises an uplink, the satellite channel and a downlink. The quality of the
signal received on the uplink therefore depends upon how strong the signal is, as it leaves the
originating Earth station and how the satellite receives it. On the downlink, it depends upon how
strongly the satellite can retransmit the signal and then how the destination Earth station receives
it. Because of the large distances involved, the signals received by the satellite over the uplink
and received by the Earth station over the downlink are very weak. Satellite communication
systems moreso the geostationary satellite communication systems are therefore particularly
susceptible to noise because of their inherent low received power levels. In fact, neither the
absolute value of the signal nor that of the noise should be seen in isolation for gauging the
effectiveness of the satellite communication link. If the received signal is sufficiently weak as
compared to the noise level, it may become impossible to detect the signal. Even if the signal
is detectable, steps should be taken within the system to reduce the noise to an acceptable level
lest it impairs the quality of the signal received.

The sources of noise include natural and man-made sources, as well as the noise generated
in the Earth station and satellite equipment. While the man-made noise mainly arises from
electrical equipment and is almost insignificant above 1 GHz, the natural sources of noise
include solar radiation, sky noise, background noise contributed by Earth, galactic noise due
to electromagnetic waves emanating from radio stars in the galaxy and the atmospheric noise
caused by lightening flashes and absorption by oxygen and water vapour molecules followed
by re-emission of radiation. Sky noise and solar noise can be avoided by proper orientation and
directionality of antennas. Galactic noise is insignificant above 1 GHz. Noise due to lightning
flashes is also negligible at satellite frequencies.

7.2.4 Interference-related Problems

Major sources of interference include interference between satellite links and terrestrial mi-
crowave links sharing the same operational frequency band, interference between two satellites
sharing the same frequency band, interference between two Earth stations accessing different
satellites operating in the same frequency band, interference arising out of cross-polarization
in frequency re-use systems, adjacent channel interference inherent to FDMA systems and
interference due to intermodulation phenomenon.



Frequency Considerations 275

Interference between satellite links and terrestrial links could further be of two types:
first where terrestrial link transmission interferes with reception at an Earth station and
the second where transmission from an Earth station interferes with terrestrial link reception.
The level of inter-satellite and inter-Earth station interference is mainly governed by factors
like the pointing accuracy of antennas, the width of transmit and receive beams, intersatellite
spacing in the orbit of two co-located satellites, etc. Cross-polarization interference is caused by
coupling of energy from one polarization state to another polarization state when a frequency
re-use system employs orthogonal linear polarizations (horizontal and vertical polarization) or
orthogonal circular polarization (left-hand and right-hand circular polarization). This coupling
of energy occurs due to a finite value of cross-polarization discrimination of the Earth station
and satellite antennas and also to depolarization caused by rain. Adjacent channel interference
arises out of overlapping amplitude characteristics of channel filters. Intermodulation inter-
ference is caused by the intermodulation products produced in the satellite transponder when
multiple carriers are amplified in the high power amplifier that has both amplitude as well as
phase nonlinearity.

7.3 Frequency Considerations

The choice of operating frequency for a satellite communication service is mainly governed by
factors like propagation considerations, coexistence with other services, noise considerations
and interference-related issues. These have been briefly discussed in the preceding paragraphs
and will be dealt with at length in the sections to follow. The requirement for co-existence
with other services and the fact that there will always be competition to use the most optimum
frequency band by various agencies with an eye to getting the best link performance show that
there is always a need for a mechanism for allocation and coordination of the frequency spec-
trum at the international level. A brief on frequency allocation and the coordination mechanism
is given in the following paragraphs.

7.3.1 Frequency Allocation and Coordination

Satellite communication employs electromagnetic waves for transmission of information be-
tween Earth and space. The bands of interest for satellite communications lie above 100 MHz
and include the VHF, UHF, L, S, C, X, Ku and Ka bands. (Various microwave frequency
bands are listed in Table 7.1). Higher frequencies are employed for satellite communication as
the frequencies below 100 MHz are either reflected by the ionosphere or they suffer varying
degrees of bending from their original paths due to refraction by the ionosphere. Initially, the
satellite communication was mainly concentrated in the C band (6/4 GHz) as it offered fewest
propagation as well as attenuation problems. However, due to overcrowding in the C band
and the advances made in the field of satellite technology, which enabled it to deal with the
propagation problems in the higher frequency bands, newer bands like the X, Ku and Ka bands
are now being employed for commercial as well as military satellite applications. Moreover,
use of these higher frequencies gives satellites an edge over terrestrial networks in terms of
the bandwidth offered by a satellite communication system.

As the frequency spectrum is limited, it is evident the frequency bands are allocated in such a
manner as to ensure their rational and efficient use. The International Telecommunication Union
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Table 7.1 Microwave frequency bands for satellite
communication
Band Frequency (GHz)

L band 1–2
S band 2–4
C band 4–8
X band 8–12
Ku band 12–18
K band 18–27
Ka band 27–40
V band 40–75
W band 75–110

(ITU), formed in the year 1865, is a specialized institution that ensures the proper allocation of
frequency bands as well as the orbital positions of the satellite in the GEO orbit. ITU carries out
these regulatory activities through its four permanent organs, namely the General Secretariat,
the International Frequency Registration Board (IFRB), the International Radio Consultative
Committee (CCIR) and the International Telegraph and Telephone Consultative Committee
(CCITT). The ITU organizes the international radio conferences such as World Administrative
Radio Conferences (WARC) and other regional conferences to issue guidelines for frequency
allocation for various services. These allocations are made either on an exclusive or shared
basis and can be put into effect worldwide or limited to a region. The frequency bands that
are allocated internationally are in turn reallocated by the national government bodies of the
individual countries. Each country is assigned frequencies according to its requirements. The
main purpose is to ensure that the technical parameters are retained for a period of at least
10 to 20 years and to guarantee that all countries can access the satellite service when needed.
The ITU has divided the frequency allocations for different services into various categories:
primary, secondary, planned, shared, etc. In primary frequency allocation, a service has an
exclusive right of operation. In secondary frequency allocation, a service is not guaranteed
interference protection and neither is it permitted to cause interference to services with primary
status. WARC divided the globe into three regions for the purpose of frequency allocations.
They are:

Region 1. Including Europe, Africa, USSR and Mongolia
Region 2. Including North and South America, Hawaii and Greenland
Region 3. Including Australia, New Zealand and those parts of Asia and the Pacific not

included in regions 1 and 2.

It has also classified the various satellite services into the following categories, includ-
ing fixed satellite services (FSS), intersatellite links (ISL), mobile satellite services (MSS),
broadcasting satellite services (BSS). Earth exploration services, space research activities,
meteorological activities, space operation, amateur radio services, radio determination, ra-
dio navigation, aeronautical radio navigation and maritime radio navigation. Among these
applications the FSS, MSS and BSS are the principle communication-related applications
of satellites.
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The fixed satellite service (FSS) refers to the two-way communication between two Earth
stations at fixed locations via a satellite. It supports the majority of commercial applications
including satellite telephony, satellite television and data transmission services. The FSS
primarily uses two frequency bands: the C band (6/4 GHz), which provides lower power
transmission over a wide geographic area requiring large antennas for reception, and the
Ku band (14/11 GHz, 14/12 GHz), which offers higher transmission power over a smaller
geographical area, enabling reception by small receiving antennas. All of the C band and
much of the Ku band have been allocated for international and domestic FSS applications.
The X band (8/7 GHz) is used to provide fixed services to government and military users.
EHF (extremely high frequency), UHF (ultra high frequency) and SHF (super high frequency)
band transponders are also used in military satellites.

The broadcast satellite service (BSS) refers to the satellite services that can be received
at many unspecified locations by relatively simple receive-only Earth stations. These Earth
stations can either be community Earth stations serving various distribution networks or located
in homes for direct-to-home transmission. The Ku band (18/12 GHz) and the Ka band (30/20
GHz) are mainly used for BSS applications, like television broadcasting and DTH applications.

The mobile satellite service (MSS) refers to the reception by receivers that are in motion,
like ships, cars, lorries, etc. It comprises land mobile services, maritime mobile services and
aeronautical mobile services. Increasingly, MSS networks are providing relay communication
services to portable handheld terminals. The L band (2/1 GHz) and the S Band (4/2.5 GHz) are
mainly employed for MSS services because, at these lower microwave frequencies, broader
beams are transmitted from the satellite, enabling the reception by antennas even if they are
not pointed towards the satellite. This in turn makes these frequencies attractive for mobile
and personal communications. The lower frequencies in the VHF and UHF bands are mainly
employed for messaging and positioning applications, as these applications require smaller
bandwidths. Some LEO satellite constellations are using these frequencies to provide the
above-mentioned applications. Table 7.2 enumerates a partial list of frequency allocations for
satellite communications and the satellites using them.

Current trends in satellite communication indicate the opening of new higher frequency
bands for various applications, like the Q band (33–46 GHz) and the V band (46–56 GHz),
which are being considered for use in FSS, BSS and intersatellite communication applications.
Another important concept is the sharing of the same frequency bands between GEO and new
systems for personal satellite communications using non-GEO orbits.

When an organization intends to add a new satellite system, frequencies close to those used
in the existing system are preferred in order to minimize the impact of the planned expansion
on the existing customers and also changes to the space segment. For many applications like
the DTH service, frequency and other parameter considerations have already been assigned
by the ITU for each country. In these cases the new frequency assignment becomes easy
and straight forward. When such a frequency plan does not exist, the system designer selects
frequencies from the ITU allocations based on the trade-off analysis taking into account the
technical (propagation, state of the technology) and economic factors. A notification is sent
to the ITU about the details of the new system (planned satellite location). After selecting the
frequency band, the next step is to resolve all the interference related problems that might
occur by coordinating with all the system operators. After resolving all the issues with other
operators, ITU is again notified and the ITU enters the allocations in its frequency register.
The new system is then considered operational.
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Table 7.2 Frequency allocations for satellite communication

Frequency band Satellite service Examples

VHF (<200 MHz) Messaging Starsys constellation of 24 satellites in the LEO
orbit, having an uplink frequency of
148–150 MHz and a downlink frequency of
137–138 MHz

UHF (200 MHz–1 GHz) Messaging and
positioning,
voice and
fax

Gonets is a Russian messaging satellite
constellation comprising 18 satellites in the
LEO. Uplink frequencies are 312–315 MHz
and 1624.5–1643.4 MHz and downlink
frequencies are 387–390 MHz and
1523–1541.9 MHz

L band (2/1 GHz) MSS and
positioning

Inmarsat-II satellite having 4 L band
transponders supporting mobile-to-mobile
services with an uplink frequency of 1.6
GHz and a downlink frequency of 1.5 GHz

S band (4/2.5 GHz) MSS NStar-C satellite having 20 S band
transponders provides S band mobile
communication services to Japan

C band
Uplink 5.925–6.425 GHz
Downlink 3.7–4.2 GHz

FSS Palapa-B, Indonesia’s domestic satellite
comprises 20 C band transponders each
capable of carrying 1000 two-way voice
circuits or a colour television transmission
channel. It has uplink frequencies of
5.925–6.425 GHz and downlink frequencies
of 3.7–4.2 GHz

X band
Uplink 7.9–8.4 GHz
Downlink 7.25–7.75 GHz

Military
applications

Hispasat-1B satellite operated by the Spanish
government carries four X band transponders
for military applications

Ku band
Europe

FSS, BSS and
Telecom

Hot Bird-6 satellite consists of 28 Ku
band transponders, which provide
television broadcast and multimedia
services over the entire European
continent, North Africa and the
Middle East

FSS
Uplink 14–14.8 GHz
Downlink 10.7–11.7 GHz

BSS
Uplink 17.3–18.1 GHz
Downlink 11.7–12.5 GHz

Telecom
Uplink 14–14.8 GHz
Downlink 12.2–12.75 GHz

USA
FSS

Uplink 14–14.5 GHz
Downlink 11.7–12.2 GHz

BSS
Uplink 17.3–17.8 GHz
Downlink 12.2–12.7 GHz

Ka band FSS, BSS Superbird-6 satellite, having 23 Ku and 6
Ka band transponders, provides business
communication services to Japan in Ku
and Ka bands and additional Ka band
services using a steerable spot beam

FSS
Uplink 27–31 GHz
Downlink 17–21 GHz
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7.4 Propagation Considerations

As outlined earlier, the nature of propagation of electromagnetic waves through the atmosphere
has a significant bearing on the satellite link design. As will be seen in the paragraphs to follow, it
is the first few tens of kilometres constituting the troposphere and then the ionosphere extending
from about 80 km to 1000 km that do the major damage.

The effect of the atmosphere on the signal is mainly in the form of atmospheric gaseous
absorption, cloud attenuation, topospheric scintillation causing refraction, Faraday rotation in
the ionosphere, ionospheric scintillation, rain attenuation and depolarization. Both attenuation
and depolarization come from interactions between the propagating electromagnetic waves
and different sections of the atmosphere.

Attenuation is defined as the difference between the power that would have been received
under ideal conditions and the actual power received at a given time.

A(t) = Prideal(t) − Practual(t) (7.7)

Where,

A(t) is the attenuation at any given time t
Prideal(t) is the received power under ideal conditions at time t
Practual(t) is the actual received power at time t

Depolarization refers to the conversion of energy from the wanted channel to the unwanted
channel. Here, wanted channel refers to the co-polarized channel and the unwanted channel
refers to the cross-polarized channel. Due to de-polarization, co-channel interference and cross-
talk occurs between dual-polarized satellite links.

Propagation losses are further of two types, namely those that are more or less constant and
therefore predictable and those that are random in nature and therefore unpredictable. While
free-space loss belongs to the first category, attenuation caused due to rain is unpredictable to
a large extent. The second category of losses can only be estimated statistically. The combined
effect of these two types of propagation losses is to reduce the received signal strength. Due
to the random nature of some types of losses, the received signal strength fluctuates with time
and may even reduce to a level below the minimum acceptable limit for as long a period as an
hour in 24 hours during the period of severe fading. This is amply illustrated in the graph of
Figure 7.1.

7.4.1 Free-space Loss

Free-space loss is the loss of signal strength only due to distance from the transmitter. While
free space is a theoretical concept of space devoid of all matter, in the present context it implies
remoteness from all material objects or forms of matter that could influence propagation of
electromagnetic waves. In the absence of any material source of attenuation of electromagnetic
signals, therefore, the radiated electromagnetic power diminishes as the inverse square of the
distance from the transmitter, which implies that the power received by an antenna of 1 m2

cross-section will be Pt/(4πR2) where Pt is the transmitted power and R is the distance of
the receiving antenna from the transmitter. In the case of uplink, the Earth station antenna



280 Satellite Link Design Fundamentals

Figure 7.1 Fading phenomenon

becomes the transmitter and the satellite transponder is the receiver. It is the opposite in the
case of downlink.

The free-space path loss component can be computed from

LFS =
(

4πR

λ

)2

= 20 log

(
4πR

λ

)
dB (7.8)

where LFS is the free space loss and λ = operating wavelength. Also, λ = c/f , where

c = velocity of electromagnetic waves in free space
f = operating frequency

If c is taken in km/s and f in MHz, then the free-space path loss can also be computed from

LFS(dB) = (32.4 + 20 log R + 20 log f ) (7.9)

7.4.2 Gaseous Absorption

Electromagnetic energy gets absorbed and converted into heat due to gaseous absorption as it
passes through the troposphere. The absorption is primarily due to the presence of molecular
oxygen and uncondensed water vapour and has been observed to be not so significant as to
cause problems in the frequency range of 1 to 15 GHz. Of the other gases, atmospheric nitrogen
does not have a peak while carbon dioxide has shown a peak at around 300 GHz. The presence
of free electrons in the atmosphere also causes absorption due to collision of electromagnetic
waves with these electrons. However, electron absorption is significant only at frequencies less
than 500 MHz. Figure 7.2 shows the plot of total absorption (in dB) towards the zenith, i.e.
for an elevation angle of 90◦ as a function of frequency. It can be seen from this plot that there
are specific frequency bands where the absorption is maximum, near total. The first absorption



Propagation Considerations 281

5˚ elevation

1000

500

200

Absorption
Loss (dB)

100

50

20

Electron

10

5

2

15˚ elevation

Absorption

1

0.5

0.2

Vertical 
path

.01  .02   .05    .1     .2    .5      1       2     5    10     20    50  100   200
0.1

Frequency (GHz)

Figure 7.2 Gaseous absorption as a function of frequency and elevation angle

band is caused due to the resonance phenomenon in water vapour and occurs at 22.2 GHz.
The second band is caused by a similar phenomenon in oxygen and occurs around 60 GHz.
These bands are therefore not employed for either uplinks or downlinks. However, they can
be used for intersatellite links. It should also be mentioned that absorption at any frequency is
a function of temperature, pressure, relative humidity (RH) and elevation angle.

Absorption increases with a decrease in elevation angle E due to an increase in the transmis-
sion path. Absorption at any elevation angle E less than 90◦ can be computed by multiplying
the absorption figure for 90◦ degree elevation by 1/sin E. Applying this correction, it is ob-
served that the one-way absorption figure range in the 1–15 GHz frequency band increases
from (0.03–0.2 dB) for 90◦ elevation to (0.35–2.3 dB) for 5◦ elevation. Absorption is also ob-
served to increase with humidity. In the case of resonance absorption of water vapours around
22.2 GHz, it varies from as low as 0.05 dB (at 0 % RH) to about 1.8 dB (at 100 % RH). It may
also be mentioned here that the data given in Figure 7.2 applies to the Earth station at sea level
and the losses would reduce with an increase in height of the Earth station.

It is evident from the plots of Figure 7.2 that there are two transmission windows in which
absorption is either insignificant or has a local minimum. The first window is in the frequency
range of 500 MHz to 10 GHz and the second is around 30 GHz. This explains the wide use
of the 6/4 GHz band. The increasing interest in the 30/20 GHz band is due to the second
window, which shows a local minimum around 30 GHz. Losses at the 14/11 GHz satellite
band are within acceptable limits with values of about 0.8 dB for 5◦ elevation and 0.2 dB for
15◦ elevation.
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7.4.3 Attenuation due to Rain

After the free-space path loss, rain is the next major factor contributing to loss of elec-
tromagnetic energy caused by absorption and scattering of electromagnetic energy by rain
drops. It may be mentioned here that the loss of electromagnetic energy due to gaseous
absorption discussed in the earlier paragraphs tends to remain reasonably constant and
predictable. On the other hand, the losses due to precipitation in the form of rain, fog,
clouds, snow, etc., are variable and far less predictable. However, losses can be estimated
in order to allow the satellite links to be designed with an adequate link margin wherever
necessary.

Losses due to rain increases with an increase in frequency and reduction in the elevation
angle. Figure 7.3 shows rain attenuation in dB as a function of frequency for a set of different
elevation angles. It is evident from the family of curves that there is not much to worry about
from rain attenuation for C band satellite links. Attenuation becomes significant above 10 GHz
and therefore when a satellite link is planned to operate beyond 10 GHz, an estimate of rain-
caused attenuation is made by making extensive measurements at several locations in the
coverage area of the satellite system.

Figure 7.3 Rain-caused attenuation as a function of frequency and elevation angle

Attenuation of electromagnetic waves due to rain (Arain) extended over a path length of L

can be computed from

Arain =
∫ L

0
α dα (7.10)

where α = specific attenuation of rain in dB/km. Specific attenuation again depends upon
various factors like rain drop size, drop size distribution, operating wavelength and the refractive
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index. In practice, rain attenuation is estimated from

α = aRb (7.11)

where a and b are frequency and temperature-dependent constants and R is the surface rain
rate at the location of interest.

In addition to attenuation of electromagnetic energy, another detrimental effect caused by
rain is depolarization. This reduces the cross-polarization isolation. This effect has been ob-
served to be more severe on circularly polarized waves than linearly polarized waves. Depo-
larization of electromagnetic waves due to rain is caused by flattening of supposedly spherical
rain drops affected by atmospheric drag. Depolarization is not particularly harmful at the C
band and lower parts of the Ku band. It is severe at frequencies beyond 15 GHz.

7.4.4 Cloud Attenuation

Attenuation due to clouds is more or less irrelevant for lower frequency bands (L, S, C and Ku
bands), but is largely relevant for satellite systems employing Ka and V band frequencies. The
attenuation figure for water-filled clouds is much larger than the attenuation figure for clouds
made from ice crystals. It may be mentioned here that the attenuation figure for ice clouds is
negligible for the frequency bands of interest. The typical figure of attenuation for water filled
clouds is of the order of 1 to 3 dB for frequency bands around 30 GHz at elevation angle of
30◦ in temperate latitude locations. However, the attenuation figures increase with increase in
the thickness of the clouds and its probability of occurrence. In addition, the cloud attenuation
increases for lower elevation angles.

7.4.5 Signal Fading due to Refraction

Refraction is the phenomenon of bending of electromagnetic waves as they pass through the
different layers of the atmosphere. Refraction of the satellite beams occur in the troposphere
(lower layer of the atmosphere from the Earth’s surface to a height of 15 km approximately)
due to the variations in the refractive index of the air column. The variations in the refractive
index is the result of the turbulent mixing of the different columns of the air due to the agitative
convective activity in the troposphere caused by heating of the Earth’s surface by the sun.
The variations in the refractive index lead to bending of electromagnetic waves resulting
in fluctuations in the received signal levels, also referred to as scintillations. The result of
bending of electromagnetic waves is depicted in Figure 7.4. It leads to a virtual position for
the satellite slightly above the true position of the satellite. The random nature of bending due
to discontinuities and fluctuations caused by unstable atmospheric conditions like temperature
inversions, clouds and fog produces signal fading, which leads to loss of signal strength. Fading
is the phenomenon wherein the Earth station receiving antenna receives the signal transmitted
by the satellite via different paths with different phase shifts. The fading phenomenon is more
adverse at lower elevation angles.

It may be mentioned here that the topospheric scintillation does not cause depolarization.
The scintillation effects increase for higher frequencies, lower path elevation angles and for
warmer and humid climate. The effect is more severe for terrestrial links and not too worrisome
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Figure 7.4 Bending of electromagnetic waves caused by refraction in the atmosphere

for satellite links, as the amount of bending caused in a satellite link is small relative to the
beam width of the satellite and Earth station antennas.

7.4.6 Ionosphere-related Effects

The ionosphere is an ionized region in space, extending from about 80–90 km to 1000 km
(Figure 7.5) formed by interaction of solar radiation with different constituent gases of the
atmosphere. Electromagnetic waves travelling through the ionosphere are affected in more
than one way, some more predominant than the other from the viewpoint of satellite com-
munications. The effects that are of concern and need attention include polarization rotation,
also called the Faraday effect, and scintillation, which is simply rapid fluctuation of the signal
amplitude, phase, polarization or angle of arrival. The ionosphere also affects the propagating
electromagnetic waves in many other ways, such as absorption, causing propagation delay, dis-
persion, etc. However, these effects are negligible at the frequencies of main interest for satellite
communications, except for very small time periods during intense solar activity such as solar
flares. Also, most ionospheric effects including those of primary interest, like polarization
rotation and scintillation, decrease with an increase in frequency having a 1/f 2 dependence.
The two major effects are briefly described in the following paragraphs.

7.4.6.1 Polarization Rotation – Faraday Effect

When an electromagnetic wave passes through a region of high electron content like the iono-
sphere, the plane of polarization of the wave gets rotated due to interaction of the electromag-
netic wave with the Earth’s magnetic field. The angle through which the plane of polarization
rotates is directly proportional to the total electron content of the ionized region and - inversely
proportional to the square of the operating frequency. It also depends upon the state of the
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Figure 7.5 Different layers of atmosphere

ionosphere, time of the day, solar activity, the direction of the incident wave, etc. Directions
of polarization rotation are opposite for transmit and receive signals.

Due to its 1/f 2 dependence, the effect is observed to be pronounced only at frequencies
below 2 GHz. The worst case polarization rotation angle may be as large as 150◦ in certain
conditions at 1 GHz. Applying 1/f 2 dependence, the rotation angle may be as small as 9◦ at 4
GHz and 4◦ at 6 GHz. It would reduce to a fraction of a degree in the Ku band frequency range.
Except for a small time period during unusual atmospheric conditions caused by intense solar
activity, magnetic storms, etc., the Faraday effect is more or less predictable and therefore can
be compensated for by adjusting the polarization of the recieving antenna. Circular polarization
is virtually unaffected by Faraday effect and therefore its impact can be minimized by using
circular polarization.

The polarization rotation angle (��) for a path length through the ionosphere of Z metres
is given by

�� =
∫(

2.36 × 104

f 2

)
ZNBo cos θdz (7.12)

Where,

�� is the rotation angle (radians)
θ is the angle between the geomagnetic field and the direction of propagation of the wave
N is the electron density (electrons/cm3)
Bo is the geomagnetic flux density (Tesla)
f is the operating frequency (Hz)
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For a polarization rotation angle (also referred to as the polarization mismatch angle) of
��, the attenuation of the co-polar signal given by

APR = −20 log(cos ��) (7.13)

where, APR is the attenuation due to polarization rotation in dB.
The mismatch also produces a cross-polarized component, which reduces the cross-polarization
discrimination (XPD), given by

XPD = −20 log(tan ��) (7.14)

where, XPD is the cross-polarization discrimination in dB.
The magnitudes of attenuation and XPD due to polarization mismatch will be 0.1 dB and 16 dB
respectively at 4 GHz for which �� = 9◦.

7.4.6.2 Ionospheric Scintillation

As mentioned above, scintillation is nothing but the rapid fluctuations of the signal amplitude,
phase, polarization or angle-of-arrival. In the ionosphere, scintillation occurs due to small
scale refractive index variations caused by local electron concentration fluctuations. The total
electron concentration (total number of electrons existing in a vertical column of 1m2 area) of
the ionosphere increases by two orders of magnitude during the day as compared to night due to
the energy received from the sun. This rapid change in the value of total electron concentration
from the daytime value to the nighttime value gives rise to irregularities in the ionosphere. It
mainly occurs in the F-region of the ionosphere due to the highest electron concentration in
that region.

The irregularities cause refraction resulting in rapid variations in the signal amplitude and
phase, which leads to rapid signal fluctuations that are referred to as ionospheric scintillations.
As a result, the signal reaches the receiving antenna via two paths, the direct path and the re-
fracted path, as illustrated in Figure 7.6. Multipath signals can lead to both signal enhancement
as well as signal cancellation depending upon the phase relationship with which they arrive at
the receiving antenna. The resultant signal is a vector addition of the direct and the refracted
signal. In the extreme case, when the strength of the refracted signal is comparable to that of
the direct signal, cancellation can occur when the relative phase difference between the two is
180◦. On the other hand, an instantaneous recombination of the two signals in phase can lead
to signal amplification up to 6 dB.

The scintillation effect is inversely proportional to the square of the operating frequency
and is predominant at lower microwave frequencies, typically below 4 GHz. Scintillation,
however, increases during periods of high solar activity and other extreme conditions such as
the occurrence of magnetic storms. Scintillation has also been observed to be maximum in the
region that is ±25◦ around the equator. Under such adverse conditions, scintillation can cause
problems at 6/4 GHz band too. At the Ku band and beyond, however, the effect is negligible.
Also, unlike scintillation caused by the troposphere, ionospheric scintillation is independent
of the elevation angle.
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Figure 7.6 Ionospheric scintillation

In regions where scintillation is expected to cause problems, an adequate link margin in
the form of additional transmitted power should be catered for to take care of the effect and
maintain link reliability.

7.4.7 Fading due to Multipath Signals

Ionospheric scintillation, as illustrated above, results in a multipath phenomenon where the
indirect signal is produced as a result of refraction caused by pockets of ion concentration in
the F-region of the ionosphere. Multipath signals also result from reflection and scattering from
obstacles such as buildings, trees, hills and other man-made and natural objects. In the case of
fixed satellite terminals, the situation remains more or less the same and does not change with
time as long as the satellite remains in the same position with respect to the satellite terminal
(Figure 7.7). However, in the case of mobile satellite terminals, the situation keeps changing
with time. In a typical case, a mobile terminal could receive the direct signal and another signal
reflected off the highway, buildings, neighbouring hills or trees. The relative phase difference
between the two signals could produce either a signal enhancement or fading (Figure 7.8).
Moreover, the fading signal varies with time as the satellite moves with respect to the points
of reflection.

Thus, the situation in the case of mobile satellite service (MSS) terminals is far more severe
and uncertain than it is in the case of fixed receiving terminals. The mobile station–satellite
path profile keeps changing continuously with the movement of the mobile terminal. Also,
mobile terminals usually employ broadband receiving antennas, which do not provide adequate
discrimination against signals received via indirect paths.
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Figure 7.7 Fading due to multipath signals for a fixed satellite terminal

Figure 7.8 Mobile satellite terminal receiving multipath signals
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Problem 7.2
Compute the free-space path loss in decibels for the following conditions:

1. For a path length of 10 km at 4 GHz operating frequency
2. Earth station transmitting antenna EIRP = 50 dBW, satellite receiving antenna gain =

20 dB and received power at satellite = −120 dBW

Solution:

(a) Path length, R = 10 km, operating frequency, f = 4 GHz

Operating wavelength, � = c/f = (3 × 108/4 × 109) m = 0.075 m

Path loss (in dB) = 20 log(4�R/�)

= 20 log(4� × 10 000/0.075)

= 124.48 dB

(b) Path loss can be computed from:
Received power = EIRP + receiving antenna gain – path loss

Therefore, path loss = EIRP + receiving antenna gain – received power

= 50 + 20 − (−120) = 50 + 20 + 120 = 190 dB

Problem 7.3
Under certain atmospheric conditions, a 2 GHz linearly polarized signal experiences a
rotation of its plane of polarization by 75◦. How much polarization rotation would have been
experienced by a 10 GHz signal under similar atmospheric conditions? Also determine the
attenuation (in dB) experienced by the co-polar component due to polarization rotation if
it is not corrected for at the receiving antenna.

Solution: Polarization rotation is inversely proportional to the square of the operating
frequency. Here, the frequency has increased by a factor of 5. Therefore, the polarization
rotation angle will decrease by a factor of 25; i.e.
Polarization rotation experienced = 75/25 = 3◦

Now, the attenuation due to the polarization loss can be computed from

Attenuation (in dB) = −20 log(cos��)

where �� = polarization mismatch angle. In the first case, �� = 75◦. Therefore,

Attenuation = −20 log(cos 75◦) = −20 log(0.2588)

= −20 × (−0.587) = 11.74 dB

In the second case, �� = 3◦. Therefore,

Attenuation = −20 log(cos 3◦) = −20 log(0.9986)

= −20 × (−0.0006) = 0.012 dB
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7.5 Techniques to Counter Propagation Effects

As mentioned before, the propagation effects can be broadly classified as attenuation effects
and depolarization effects. The attenuation effects can be countered by employing the following
techniques:

1. Power Control
2. Signal Processing
3. Diversity

The depolarization effects can be negated by employing depolarization compensation. In
this section all of these techniques are briefly explained.

7.5.1 Attenuation Compensation Techniques

The attenuation compensation techniques are described in the following paragraphs.

1. Power Control: Power control refers to varying the EIRP of the signal to enhance the
C/N ratio. Adaptive power control is applied wherein the transmitter power is adjusted to
compensate for the changes in the signal attenuation along the transmission path. This is
referred to as up-link power control (ULPC) and it results in enhancement of the overall
availability of the connection. ULPC can be done either in open-loop mode or in closed
loop mode. In the open-loop mode, the fade level on the downlink signal is used to predict
the likely fade level occurring on the uplink signal and accordingly the signal power is
increased. In the closed-loop mode, the signal power is detected at the satellite and it sends
a control signal to the Earth station to adjust the transmitted power in accordance with the
attenuation in real-time. As is evident, closed loop control is more accurate that the open
loop control. However, it is more expensive than open loop control.

2. Signal Processing: Signal processing refers to onboard processing techniques on the satel-
lite to translate the signals coming from the Earth station via the uplink to baseband levels
for processing and onward transmission back to the Earth. The satellite transponder demod-
ulates the incoming up-link signal from the Earth station, demultiplexes it and decodes it.
Each traffic packet is handled at the baseband level and therefore most of the bit errors can
be removed. In addition, the signal level of each packet is detected and the transmitting Earth
station is alerted in case the energy level of the received packet has fallen beyond a certain
threshold. The packets are then coded, multiplexed and modulated for retransmission back
to the Earth.

3. Diversity: Many diversity schemes exist that can be used to enhance the signal levels but
are not implemented due to the costs involved. Diversity schemes include time diversity,
frequency diversity and site diversity. Site diversity scheme is most potential candidate to be
employed as it offers the maximum gain. In time diversity, additional slots are assigned to
the rain-affected link in the TDMA frame so that the same signal can be sent at a smaller bit
rate, thereby reducing the bandwidth and increasing the C/N ratio. In frequency diversity,
the frequency band of the signal is changed from the band having large attenuation to the
band having less attenuation. As an example, a rain affected Ku band link can be switched
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to a C band which is not attenuated significantly by rain. This requires additional C band
transmitting capability and the receiving capability at the transmitter and receiver Earth
stations respectively. Site diversity is a technique wherein two or more Earth stations are
located sufficiently apart so that the rain and other attenuation impairments observed by
signals from each of the Earth stations to the satellite are not correlated. The Earth stations
are connected to each other so that any Earth station can be used to support the traffic from
other Earth station/s suffering from attenuation.

7.5.2 Depolarization Compensation Techniques

Depolarization compensation is a technique used to compensate for the depolarization effects
caused to the signal during its propagation through the atmosphere. Here the feed system of the
antenna is adjusted in such a way to correct for depolarization in the path. Another compen-
sation technique is to cross-couple the orthogonal channels at the receiver and determine the
depolarized signal. The depolarized signal is then removed by subtracting it from the received
signal. Only a few Earth stations have implemented depolarization compensation as it is an
expensive proposition.

7.6 Noise Considerations

Satellite communication systems are particularly susceptible to noise because of their inherent
low received power levels, as the signals received by the satellite over the uplink and received
by the Earth station over the downlink are very weak due to involvement of large distances.
Sources of noise include natural and man-made sources and also the noise generated inside
the Earth station and satellite equipment, as outlined during the introductory paragraphs at
the beginning of the chapter. From the viewpoint of satellite communications, the natural and
man-made sources of noise can either be taken care of or are negligible. It is mainly the noise
generated in the equipment where attention primarily needs to be paid. In the paragraphs
to follow, various parameters that can be used to describe the noise performance of various
building blocks individually and also as a system, which is a cascaded arrangement of those
building blocks, will be briefly discussed.

7.6.1 Thermal Noise

Thermal noise is generated in any resistor or resistive component of any impedance due to
random motion of molecules, atoms and electrons. It is called thermal noise as the temperature
of a body is the statistical RMS value of the velocity of motion of these particles. It is also
called ‘white’ noise because, due to randomness of the motion of particles, the noise power is
evenly spread over the entire frequency spectrum. It is also known as Johnson noise.

According to kinetic theory, the motion of these particles ceases at absolute zero temperature,
i.e. zero degree kelvin. Therefore, the noise power generated in a resistor or resistive component
is directly proportional to its absolute temperature, in addition to the bandwidth over which it
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is measured; i.e.

Pn ∝ TB = kTB (7.15)

where

T = absolute temperature (in K)
B = bandwidth of interest (in Hz)
k = Boltzmann’s constant = 1.38 × 10−23 J/K

Pn = noise power output of a resistor (in W)

Thermal noise power at room temperature (T = 290 K) in dBm (decibles relative to a power
level of 1mW) can also be computed from

Pn = −174 + 10 log B (7.16)

If the resistor is considered as a noise generator with an equivalent noise voltage equal to Vn,
then this noise generator will transfer maximum noise power Pn to a matched load that is given
by

Pn = Vn
2

4R
(7.17)

which gives expression for noise voltage (Vn) as

Vn = √
(4kTRB) (7.18)

Expression for noise current (In) can be deduced from the expression for noise voltage and is
given by

In = √
(4kTB/R) (7.19)

Another term that is usually defined in this context is the noise power spectral density given
by

Pno = kT (7.20)

where, Pno is the noise power spectral density in W/Hz.
This implies that the noise power spectral density increases with physical temperature of the
device. Also, thermal noise generated in a device can be reduced by reducing its physical
temperature or the bandwidth over which the noise is measured or both.

7.6.2 Noise Figure

The noise figure F of a device can be defined as the ratio of the signal-to-noise power at its
input to the signal-to-noise power at its output; i.e.

F = Si/Ni

So/No
= No

(So/Si)Ni
=

(
No

Ni

) (
1

G

)
(7.21)
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where

Si = available signal power at the input
Ni = available noise power at the input
So = available signal power at the output
No = available noise power at the output (in a noiseless device)
G = power gain over the specified bandwidth = So/Si

Now, Ni = kTiB, where Ti is the ambient temperature in kelvin. Therefore, the noise figure
(F) is expressed as

F = No

GkTiB
(7.22)

The actual amplifier, however, introduces some noise, which is added to the output noise power.
If the noise power introduced is �N, then

No = GkTiB + �N

F = GkTiB + �N

GkTiB
= 1 + �N

GkTiB
(7.23)

The noise figure is thus the ratio of the actual output noise to that which would remain if the
device itself did not introduce any noise. In the case of a noiseless device, �N = 0, which
gives F = 1. Thus the noise figure in the case of an ideal device is unity. Any value of the
noise figure greater than unity means a noisy device.

7.6.3 Noise Temperature

Yet another way of expressing noise performance of a device is in terms of its equivalent noise
temperature Te. It is the temperature of a resistance that would generate the same noise power
at the output of an ideal (i.e. noiseless) device as that produced at the output by an actual
device when terminated at its input by a noiseless resistance, i.e. a resistance at absolute zero
temperature.

Now, noise generated by the device �N = GkTeB, which when substituted in the expression
for noise figure mentioned above gives

F = 1 + Te

Ti
or Te = Ti(F − 1) (7.24)

In the preceding paragraphs, noise figure and noise temperature specifications of devices have
been discussed and a relationship between the two parameters commonly used for measuring
a device’s noise performance has been established. It will now be shown how the expression
for the effective noise temperature is modified in the case where the device is purely a resistive
attenuator with a specified attenuation or loss factor.

If L is the loss factor, then the gain G for this attenuator can be expressed as G = 1/L. The
expression for the total noise power at the output of the attenuator (No) can be written as

No = GkTiB + GkTeB = kTiB + kTeB

L
(7.25)
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where Te = effective noise temperature of the attenuator. If the attenuator is considered to be
at the same temperature (Ti) as that of the source resistance from which it is fed, then the value
of output noise (No) is given by

No = kTiB (7.26)

This gives

kTiB + kTeB

L
= kTiB

or

Ti + Te

L
= Ti which gives Te = Ti(L − 1) (7.27)

This expression gives the effective noise temperature of a noise source at temperature Ti,
followed by a resistive attenuator having a loss factor L.

7.6.4 Noise Figure and Noise Temperature of Cascaded Stages

So far the noise figure and noise temperature specifications of individual building blocks have
been discussed. A system such as a receiver would have a large number of individual building
blocks connected in series and it is important to determine the overall noise performance of
this cascaded arrangement. In the following paragraphs, expressions will be derived for the
noise figure and effective noise temperature for a cascaded arrangement of multiple stages.

Consider a cascaded arrangement of three stages with individual gains given as G1, G2 and
G3 and input noise temperature parameters as T1, T2 and T3, as shown in Figure 7.9 (a). In the
case of the cascaded arrangement, the total noise power at the output (NTO) can be computed
from

NTO = G3kT3B + G3G2kT2B + G3G2G1kT1B

= G3G2G1kB

(
T1 + T2

G1
+ T3

G1G2

)
(7.28)

Now if Te is the effective input noise temperature of the cascaded arrangement of the three
stages, which would have a gain of G3G2G1 as shown in Figure 7.9 (b), then the total noise

Figure 7.9 (a) Cascaded arrangement of three stages. (b) Equivalent single stage
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power at the output (NTO) can also be computed from

NTO = G3G2G1kTeB (7.29)

Equating the two expressions for NTO gives

Te = T1 + T2

G1
+ T3

G1G2
(7.30)

Generalizing the expression for n stages gives

Te = T1 + T2

G1
+ T3

G1G2
+ T4

G1G2G3
+ · · · + Tn

G1G2G3 . . . Gn−1
(7.31)

The same expression can also be written in terms of noise figure specifications of individual
stages as

F = F1 + F2 − 1

G1
+ F3 − 1

G1G2
+ F4 − 1

G1G2G3
+ Fn − 1

G1G2G3 . . . Gn−1
(7.32)

where, F1, F2, F3 . . . Fn are the noise figures for stages 1,2,3 . . . n respectively and G1, G2,
G3 . . . Gn are the gains for stages 1,2,3 . . . n respectively. It may be mentioned here that the
gain values in the expression are not in decibels.

The expressions for the noise figure and effective noise temperature derived above highlight
the significance of the first stage. As is evident from these expressions, the noise performance
of the overall system is largely governed by the noise performance of the first stage. That is
why it is important to have the first stage with as low noise as possible.

7.6.5 Antenna Noise Temperature

The antenna noise temperature is a measure of the noise entering the receiver via the antenna.
The antenna picks up noise radiated by various man-made and natural sources within its
directional pattern. Various sources of noise, include noise generated by electrical equipment,
noise emanating from natural sources including solar radiation, sky noise, background noise
contributed by Earth, galactic noise due to electromagnetic waves emanating from radio stars
in the galaxy and atmospheric noise caused by lightening flashes and absorption by oxygen
and water vapour molecules followed by the re-emission of radiation.

Noise from these sources could enter the receiver both through the main lobe as well as
through the side lobes of the directional pattern of the receiving antenna. Thus, the noise output
from a receiving antenna is a function of the direction in which it is pointing, its directional
pattern and the state of its environment. The noise performance of an antenna, as mentioned
before, can be expressed in terms of a noise temperature called the antenna noise temperature.
If the antenna noise temperature is TA K, it implies that the noise power output of the antenna
is equal to the thermal noise power generated in a resistor at a temperature of TA K.

The noise temperature of the antenna can be computed by integrating the contribu-
tions of all the radiating bodies whose radiation lies within its directional pattern. It is
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given by

TA =
(

1

4π

) ∫ ∫
G(θ, φ) Tb(θ, φ) sin θ dθ dφ (7.33)

where

θ = azimuth angle
φ = elevation angle

G(θ, φ) = antenna gain in the θ and φ directions
Tb(θ, φ) = brightness temperature in the θ and φ directions

There are two possible situations to be considered here. One is that of the satellite antenna when
the uplink is referred to and the other is that of the Earth station antenna when the downlink is
referred to. These two cases need to be considered separately because of the different conditions
that prevail both in terms of the antenna’s directional pattern and the significant sources of noise.

In the case of satellite antenna (uplink scenario), the main sources of noise are Earth and
outer space. Again, the noise contribution of the Earth depends upon the orbital position of
the satellite and the antenna beam width. In case, the satellite antenna’s beam width is more or
less equal to the angle-of-view of Earth from the satellite, which is 17.5◦ for a geostationary
satellite, the antenna noise temperature depends upon the frequency of operation and orbital
position. In case the beam width is smaller as in case of a spot beam, the antenna noise
temperature depends upon the frequency of operation and the area being covered on Earth.
Different areas radiate different noise levels, as is obvious from Figure 7.10, which shows the
brightness temperature model of the Earth in the Ku band.

Figure 7.10 Earth’s brightness temperature model in the Ku band

In the case of the Earth station antenna (downlink scenario), the main sources of noise
that contribute to the antenna noise temperature include the sky noise and the ground noise.
The sky noise is primarily due to sources such as radiation from the sun and the moon and
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the absorption by oxygen and water vapour in the atmosphere accompanied by re-emission.
The noise from other sources such as cosmic noise originating from hot gases of stars and
interstellar matter, galactic noise due to electromagnetic waves emanating from radio stars
in the galaxy is negligible at frequencies above 1 GHz. Here again there are two distinctly
different conditions, one of clear sky devoid of any meteorological formations and the other
that of sky with meteorological formations such as clouds, rain, etc.

In the clear sky conditions, the noise contribution is from sky noise and ground noise. The sky
noise enters the system mainly through the main lobe of the antenna’s directional pattern and the
ground noise enters the system mainly through the side lobes and only partly through the main
lobe, particularly at low elevation angles [Figure 7.11 (a)]. With reference to Figure 7.11 (b),
if the attenuation and noise temperature figures for the meteorological formation are Am and
Tm respectively, then the noise contribution due to sky noise is Tsky/Am and that due to the
meteorological formation is Tm (1 − 1/Am).

Figure 7.11 Constituents of noise temperature of an Earth station antenna in (a) the clear sky condition
and (b) the sky with meteorological formations

The sky noise contribution can be computed knowing the brightness temperature of the
sky in the direction of the antenna within its beam width. Figure 7.12 illustrates a family of
curves showing the brightness temperature of clear sky as a function of operating frequency for
various practical elevation angles ranging from 5◦ to 60◦. The contribution of ground noise can
also be similarly computed knowing the brightness temperature of the ground. The brightness
temperature of the ground may be as large as 290 K for a side lobe whose elevation angle is
less than −10◦, as shown in Figure 7.13 (a), and as small as 10 K for an elevation angle greater
than 10◦, as shown in Figure 7.13 (b).

In addition to the sky noise component discussed above, there are also a number of high
intensity point sources in the sky noise. These sources subtend an angle that is only a few arcs
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Figure 7.12 Brightness temperature of the clear sky

Figure 7.13 Ground noise for elevation angles (a) less than −10◦ (b) Greater than 10◦

of a minute and therefore they matter only if the Earth station antenna is highly directional and
the radiation source lies within the antenna beam width.

The sky noise contribution increases significantly when heavenly bodies like the sun and the
moon become aligned with the Earth station-satellite path. The increase in noise temperature
is a function of operating frequency and the size of the antenna. The average noise temperature
contribution due to the sun can be approximated as 12 000f−0.75, where f is the operating
frequency in GHz. It may increase by a factor of 100 to 10 000 during the periods of high
solar activity.
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Figure 7.14 Computation of overall system noise temperature

7.6.6 Overall System Noise Temperature

The overall system is a cascaded arrangement of the antenna, the feeder connecting the antenna
output to the receiver input and the receiver as shown in Figure 7.14. Expressions can be written
for the noise temperature at two points, one at the output of the antenna, i.e. input of the feeder,
and second at the input of the receiver. The expression for the system noise temperature with
reference to the output of the antenna (TSAO) can be written as

TSAO = TA + TF(LF − 1) + TeLF (7.34)

where

TA = antenna noise temperature
TF = thermodynamic temperature of the feeder, often taken as the ambient temperature
LF = attenuation factor of the feeder
Te = effective input noise temperature of the receiver

The expression for the system noise temperature when referred to the receiver input (TSRI) can
be written as

TSRI = TA

LF
+ TF

(
LF − 1

LF

)
+ Te (7.35)

The above expression for the noise temperature takes into account the noise generated by the
antenna and the feeder together with the receiver noise. The two expressions for the noise
temperature given above highlight another very important point that the noise temperature at
the antenna output is larger than the noise temperature at the receiver input by a factor of LF.
This underlines the importance of having a minimum losses before the first RF stage of the
receiver.

Problem 7.4
A 12 GHz receiver consists of an RF stage with gain G1 = 30 dB and noise tempera-
ture T1 = 20 K, a down converter with gain G2 = 10 dB and noise temperature T2 = 360
K and an IF amplifier stage with gain G3 = 15 dB and noise temperature T3 = 1000 K.
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Calculate the effective noise temperature and noise figure of the system. Take the refer-
ence temperature to be 290 K.

Solution: The effective noise temperature Te can be computed from

Te = T1 + T2

G1
+ T3

G1G2

Now,

T1 = 20 K, T2 = 360 K and T3 = 1000 K

G1 = 30 dB = 1000, G2 = 10 dB = 10

Therefore,

Te = 20 + 360/1000 + 1000/(1000 × 10) = 20 + 0.36 + 0.1 = 20.46 K

The system noise figure F can be computed from

F = 1 + Te

Ti
where Ti = 290 K

= 1 + 20.46
290

= 1.07

Problem 7.5
For the receiver of Problem 7.4, compute the noise figure specifications of the three stages
and then compute the overall noise figure from the individual noise figure specifications.

Solution: In problem 7.4, T1 = 20 K, T2 = 360 K, T3 = 1000 K, Ti = 290 K, G1 = 30 dB =
1000, G2 = 10 dB = 10. Let F1, F2 and F3 be the noise figure specifications of the three
stages. Then

F1 = 1 + T1

Ti
= 1 + 20

290
= 1.069

F2 = 1 + T2

Ti
= 1 + 360

290
= 2.24

F3 = 1 + T3

Ti
= 1 + 1000

290
= 4.45

The overall noise figure can be computed from

F = F1 + F2 − 1
G1

+ F3 − 1
G1G2

= 1.069 + 2.24 − 1
1000

+ 4.45 − 1
10 000

= 1.069 + 0.001 24 + 0.000 345 = 1.07
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Problem 7.6
The effective input noise temperature of a satellite receiver is 30 K when the effect of noise
contributions from the antenna and feeder are not taken into consideration. If the receiver
is fed from an antenna having a noise temperature of 50 K via a feeder with a loss factor
of 2.5 dB, determine the effective input noise temperature of the receiver considering the
effect of the antenna and the feeder noise contributions. Assume Ti = 290 K and also
that the feeder is at a temperature Ti. Also compute the noise figure in the two cases in
decibels.

Solution: Loss factor L of the feeder = 2.5 dB = 1.778
The contribution of the antenna noise temperature when referred to the input of the receiver
is given by

(
TA

L

)
= 50

1.778
= 28.1 K

The contribution of the feeder noise when referred to the input of the receiver is given by

TF(L− 1)
L

= Ti(L− 1)
L

= 290(1.778 − 1)
1.778

= 290
(

0.778
1.778

)
= 126.9 K

Therefore, the effective input noise temperature of the receiver taking into account the
effect of noise contributions from the antenna and feeder is given by

28.1 + 126.9 + 30 = 185 K

Noise figure in the first case = 1 + 30
290

= 1.103 = 0.426 dB

Noise figure in the second case = 1 + 185
290

= 1.638 = 2.14 dB

Problem 7.7
An otherwise ideal receiver when fed from a non-ideal antenna feeder combination had
its effective input noise temperature increased by 50 K. If TA = 40 K and TF = Ti = 290 K,
determine the loss factor of the feeder in decibels.

Solution: If Te is the effective input noise temperature of the ideal receiver without consid-
ering the effect of antenna and feeder, then Te = 0 K. Considering the effect of the antenna
and feeder noise contributions, the effective input noise temperature of the receiver be-
comes (0 + 50) = 50 K, or

TA

L
+ TF(L− 1) + Te

L
= 50
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As Te = 0 K, therefore (
1
L

)
[TA + TF(L− 1)] = 50

(
1
L

)
[40 + 290(L− 1)] = 50

240L = 250

which gives

L = 250
240

= 1.0417 = 0.177 dB

Therefore, loss factor in dB is 0.177 dB.

Problem 7.8
Consider a satellite receiver with the following data:

1. Antenna noise temperature TA = 50 K
2. Thermodynamic temperature of the feeder TF = 300 K
3. Effective input noise temperature of the receiver Te = 50 K

Compute the system noise temperature at the receiver input for (a) no feeder loss and
(b) a feeder loss of 1.5 dB.

Solution: The system noise temperature at the receiver input can be computed from

TA

LF
+ TF

(
LF − 1
LF

)
+ Te

where the terms have their usual meaning.

(a) LF = 0 dB = 1. Therefore,

System noise temperature = TA + Te = 50 + 50 = 100 K

(b) LF = 1.5 dB = 1.413. Therefore,

System noise temperature = 50
1.413

+ 300
(

0.413
1.413

)
+ 50

= 173.072 K

7.7 Interference-related Problems

The major sources of interference were outlined in the introductory discussion on the topic in
the earlier part of the chapter. These included:
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1. Intermodulation distortion
2. Interference between the satellite and the terrestrial link sharing the same frequency band
3. Interference between two satellites sharing the same frequency band
4. Interference arising out of cross-polarization in frequency re-use systems
5. Adjacent channel interference inherent to FDMA systems

Each of them will be briefly described in the following paragraphs.

7.7.1 Intermodulation Distortion

Intermodulation distortion is caused as a result of the generation of intermodulation products
within the satellite transponder as a result of amplification of multiple carriers in the power
amplifier, which is invariably a TWTA. The generation of intermodulation products is due to
both amplitude nonlinearity and phase nonlinearity. Figure 7.15 shows the transfer character-
istics (output power versus input power) of a typical TWTA. It is evident from the figure, that
the characteristics are linear only up to a certain low input drive level and become increasingly
nonlinear as the output power approaches saturation. Intermodulation products can be avoided
by operating the amplifier in the linear region by reducing or backing off the input drive. A
reduced input drive leads to a reduced output power. This results in a downlink power-limited
system that is forced to operate at a reduced capacity.

Figure 7.15 Transfer characteristics of TWTA

Intermodulation products are generated whenever more than one signal is to be amplified
by the amplifier with non-linear characteristics. Filtering helps to remove the intermodulation
products but when these products are within the bandwidth of the amplifier, filtering is of not
much use. The transfer characteristics of an amplifier can be written as

Vout = AVin + B (Vin)2 + C (Vin)3 (7.36)

Where, A � B � C
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It may be mentioned here that the intermodulation products are mainly generated by the third-
order component in the equation as the third-order intermodulation products have frequencies
close to the input frequencies and hence lie within the transponder bandwidth.

Let us consider that the signal applied to the input of the amplifier is given by

Vin = V1 cos ω1t + V2 cos ω2t (7.37)

In other words, two unmodulated carriers at frequencies f1 and f2 are applied to the input of
the amplifier.

The output of the amplifier is given by

Vout = A [V1 cos ω1t + V2 cos ω2t] + B [V1 cos ω1t + V2 cos ω2t]2

+C [V1 cos ω1t + V2 cos ω2t]3
(7.38)

The first term is the linear term and it amplifies the input signal by A and represents the
desired output of the amplifier (Vdesout).

Vdesout = A [V1 cos ω1t + V2 cos ω2t]

The total desired power output from the amplifier, referenced to a one ohm load is, therefore
given by

Pdesout = 1

2
A2V 2

1 + 1

2
A2V 2

2 = A2 (P1 + P2)

Where,

P1 = 1/2(V1
2)

P2 = 1/2(V2
2)

The second term in equation 7.38 is the second order term and can be expanded as

V2out = B [V1 cos ω1t + V2 cos ω2t]
2

= B
[
V 2

1 cos2 ω1t + V 2
2 cos2 ω2t + 2V1V2 cos ω1t cos ω2t

]
= B

[
V 2

1 {(cos 2ω1t + 1) /2} + V 2
2 {(cos 2ω2t + 1) /2} + V1V2 {cos (ω1 + ω2) t

+ cos (ω1 − ω2) t}] (7.39)

The term V2out contains frequency components 2f1, 2f2, (f1 + f2) and (f1 − f2). All these
components can be removed from the amplifier output with the help of band pass filters.



Interference-related Problems 305

The third term in the equation 7.38 is the third order term and can be expanded as

V3out = C [V1 cos ω1t + V2 cos ω2t]3

= C
[
V 3

1 cos3 ω1t + V 3
2 cos3 ω2t + 2

(
V 2

1 cos2 ω1t
)

(V2 cos ω2t)

+ 2
(
V 2

2 cos2 ω2t
)

(V1 cos ω1t)
]

= C
[
V 3

1 cos3 ω1t + V 3
2 cos3 ω2t + V 2

1 V2 (1 + cos 2ω1t) (cos ω2t)

+ V 2
2 V1 (1 + cos 2ω2t) (cos ω1t)

]

= C

⎡
⎢⎣

V 3
1 cos3 ω1t + V 3

2 cos3 ω2t + V 2
1 V2 cos ω2t + V 2

1 V2/2 {cos (2ω1 − ω2) t

+ cos (2ω1 + ω2) t}
+V 2

2 V1 cos ω1t + V 2
2 V1/2 {cos (2ω2 − ω1) t + cos (2ω2 + ω1) t}

⎤
⎥⎦

(7.40)
The first two terms contain frequency components f1, f2, 3f1 and 3f2. The triple frequency

component can be removed from the amplifier output with the help of band pass filters. The fifth
and the last terms contain the frequency components (2f1 + f2) and (2f2 + f1) which can again
be removed by the band pass filters. The frequency components (2f1 − f2) and (2f2 − f1) in the
fourth and seventh terms can fall within the bandwidth of the transponder and are referred to as
third-order intermodulation products of the amplifier. Therefore, the intermodulation products
of concern are

V3IM = C
[
V 2

1 V2 cos (2ω1 − ω2) t + V 2
2 V1 cos (2ω2 − ω1) t

]
(7.41)

The power of the intermodulation components is given by

PIM = 1

2
C2V 4

1 V 2
2 + 1

2
C2V 4

2 V 2
1 = 4C2(P2

1 P2 + P2
2 P1) (7.42)

It is clear from the equation 7.42 that the ratio of intermodulation power to the desired
power increase in proportion to the cubes of the signal power and also to square of (C/A). The
greater the non-linearlity of the amplifier, larger is the value of (C/A) and larger the value of
intermodulation products. Also, the intermodulation terms increase rapidly as the amplifier
operates near its saturation region.

The easiest way to reduce the intermodulation problems is to reduce the levels of input
signals to the amplifier. The output backoff is defined as the difference in decibels between
the saturated output power of the amplifier and its actual power. When the transponder is
operated with output backoff, the power level at the input is reduced by input backoff. As the
characteristics of the amplifier are non-linear, the value of input backoff is greater than the
value of output backoff.

The overall C/N ratio taking into account the contribution of intermodulation products is
given by

(
C

N

)
o

= 1

/[{
1

/(
C

N

)
up

}
+

{
1

/(
C

N

)
down

}
+

{
1

/(
C

N

)
IM

}]
(7.43)

Intermodulation distortion is a serious problem when the transponder is made to handle two
or more carrier signals. That is why satellite links that use frequency division multiple access
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technique are particularly prone to this type of interference. On the other hand, a single carrier
per transponder TDMA system is becoming increasingly popular as in this case the satellite
TWTA can be operated at or close to the saturation level without any risk of generating
intermodulation products. This maximizes the EIRP for the downlink.

Another intermodulation interference-related problem associated with the FDMA system is
that the Earth station needs to exercise a greater control over the transmitted power in order to
minimize the overdrive of the satellite transponder and the consequent increase in intermod-
ulation interference. Intermodulation considerations also apply to Earth stations transmitting
multiple carriers, which forces the amplifiers at the Earth station to remain underutilized.

7.7.2 Interference between the Satellite and Terrestrial Links

Satellite and terrestrial microwave communication links cause interference to each other when
they share a common frequency band. The 6/4 GHz frequency band is allocated to both the
satellite as well as terrestrial microwave links. An Earth station receiving at 4 GHz is suscep-
tible to interference from terrestrial stations transmitting at 4 GHz. Similarly, an Earth station
transmitting at 6 GHz is a source of interference for a terrestrial station receiving at 6 GHz. The
level of mutual interference between the two is a function of a number of parameters including
carrier power, carrier power spectral density and the frequency offset between the two carriers.

The level of interference caused by a terrestrial transmission to a satellite signal reception
would depend upon the spectral density of the terrestrial interfering signal and the bandwidth
of the satellite signal received by the Earth station. As an example, for a broadband satellite
signal, the whole of the interfering carrier power may be applicable whereas for a narrowband
satellite signal, the interfering carrier power is reduced by a factor equal to the ratio of the total
carrier power and the carrier power included in the narrow bandwidth.

Interference from a narrowband satellite transmission to a terrestrial microwave system can
be reduced by using a frequency offset between the satellite and terrestrial carriers. The amount
of interference depends upon the frequency difference between the interfering satellite carrier
frequency and the terrestrial carrier frequency. The interference reduction factor in this case
can be determined by convolving the power spectral densities of the interfering satellite carrier
signal and the terrestrial carrier signal.

7.7.3 Interference due to Adjacent Satellites

This type of interference is caused by the presence of side lobes in addition to the desired main
lobe in the radiation pattern of the Earth station antenna. If the angular separation between two
adjacent satellite systems is not too large, it is quite possible that the power radiated through
the side lobes of the antenna’s radiation pattern, whose main lobe is directed towards the
intended satellite, interferes with the received signal of the adjacent satellite system. Similarly,
transmission from an adjacent satellite can interfere with the reception of an Earth station
through the side lobes of its receiving antenna’s radiation pattern.

This type of interference phenomenon is illustrated in Figure 7.16. Satellite A and satel-
lite B are two adjacent satellites. The transmitting Earth station of satellite A on its uplink, in
addition to directing its radiated power towards the intended satellite through the main lobe
of its transmitting antenna’s radiation pattern, also sends some power, though unintentionally,
towards satellite B through the side lobe. The desired and undesired paths are shown by solid
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Figure 7.16 Interference due to adjacent satellites

and dotted lines respectively. In the figure, θ is the angular separation between two satellites as
viewed by the Earth stations and β is the angular separation between the satellites as viewed
from the centre of the Earth; i.e. β is simply the difference in longitudinal positions of the
two satellites. Coming back to the problem of interference, transmission from satellite B on
its downlink, in addition to being received by its intended Earth station shown by a solid
line again, also finds its way to the receiving antenna of the undesired Earth station through
the side lobe shown by the dotted line. Quite obviously, this would happen if the off-axis
angle of the radiation pattern of the Earth station antenna is equal to or more than the an-
gular separation θ between the adjacent satellites. θ and β are interrelated by the following
expression:

θ = cos−1
[
dA

2 + dB
2 − 2r2(1 − cos β)

2dAdB

]
(7.44)

where

dA = slant range of satellite A
dB = slant range of satellite B
r = geostationary orbit radius

For a known value of θ, the worst case acceptable value of the off-axis angle of the antenna’s
radiation pattern can be computed. Similarly, for a given radiation pattern and known off-axis
angle, it is possible to find the minimum required angular separation between the two adjacent
satellites for them to coexist without causing interference to each other. Let us take the case of
downlink interference and determine the expression for carrier-to-interference (C/I) ratio.

The desired carrier power CD for the downlink channel in dBW can be expressed as

CD = EIRP − LD + G (7.45)
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where

EIRP = desired EIRP (in dBW, or decibels relative to a power level of 1 W)
LD = downlink path loss for the beam from the desired satellite (in dB)
G = Earth station antenna gain in the direction of the desired satellite (in dB)

The interfering carrier power for the downlink channel (ID) in dBW is given by

ID = EIRP′ − LD′ + G′ (7.46)

where

EIRP′ = interfering EIRP (in dBW)
LD′ = downlink path loss for the beam from interfering satellite (in dB)
G′ = Earth station antenna gain in the direction of the interfering satellite (in dB)

The expression for (C/I) in the case of downlink can then be written as

(C/I)D = (EIRP − LD + G) − (EIRP′ − LD′ + G′)

= (EIRP − EIRP′) − (LD − LD′ + (G − G′) (7.47)

where, (C/I)D is the C/I for the downlink channel in dB.
If the path losses are considered as identical, then

(C/I)D = (EIRP − EIRP′) + (G − G′) (7.48)

Also, the term (G − G′) is the receive Earth station antenna discrimination, which is defined

as the antenna gain in the direction of the desired satellite minus the antenna gain in the
direction of the interfering satellite. According to CCIR standards, in cases where the ratio of
the antenna diameter to the operating wavelength is greater than 100, G′ as a function of the
off-axis angle θ should at the most be equal to (32 − 25 log θ) dB (forward gain of an antenna
compared to an idealized isotropic antenna), where θ is in degrees. The requirement of FCC
standards for the same is (29 − 25 log θ) dB. Figure 7.17 shows the typical Earth station antenna
pattern, which is a plot of the gain versus the off-axis angle along with CCIR requirements.
This gives

(C/I)D = (EIRP − EIRP′) + (G − 32 + 25 log θ) (7.49)

A similar calculation can be made for the uplink interference, where a satellite may receive
an unwanted signal from an interfering Earth station. In the case of uplink, the expression for
C/I can be written as

(C/I)U = (EIRP − EIRP′) + (G − G′) (7.50)
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Figure 7.17 Typical Earth station antenna pattern

where

(C/I)U = C/I for the uplink channel in dB
EIRP = EIRP of the desired Earth station in dBW

EIRP′ = EIRP of the interfering Earth station in the direction of the satellite in dBW
G = gain of the satellite receiving antenna in the direction of the desired Earth station in

dB
G′ = gain of the satellite receiving antenna in the direction of the interfering Earth

station in dB

EIRP′ is further equal to

EIRP′ = EIRP∗ − GI + (32 − 25 log θ) (7.51)

where

EIRP∗ = EIRP of the interfering Earth station in dBW
GI = on-axis transmit antenna gain of the interfering Earth station in dB

θ = viewing angle of the satellite from the desired and interfering Earth Stations

The overall carrier-to-interference ratio (C/I) for adjacent satellite interference is given by

C

I
=

[(
C

I

)−1

U
+

(
C

I

)−1

D

]−1

(7.52)

where the subscripts U and D imply uplink and downlink respectively. Where the interference
is noise like, it is possible to combine the effects of noise and interference. The combined
carrier-to-noise ratio (C/NI) is given by

(C/NI) = [(C/N)−1 + (C/I)−1]−1 (7.53)

It may be mentioned here that the various terms in equations 7.52 and 7.53 are not in decibels.
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7.7.4 Cross-polarization Interference

Cross-polarization interference occurs in frequency re-use satellite systems. It occurs due
to coupling of energy from one polarization state to the other orthogonally polarized state
in communications systems that employ orthogonal linear polarizations (horizontal and
vertical polarization) and orthogonal circular polarizations (right-hand circular and left-
hand circular). The coupling of energy from one polarization state to the other polariza-
tion state takes place due to finite cross-polarization discrimination of the Earth station
and satellite antennas and also by depolarization caused by rain, particularly at frequencies
above 10 GHz.

Cross-polarization discrimination is defined as the ratio of power received by the antenna
in principal polarization to that received in orthogonal polarization from the same incident
signal. A cross-polarization discrimination figure of 30 to 40 dB along the antenna axis is
considered very good. The combined effect of finite values of cross-polarization discrimination
for the Earth station and satellite antennas can be expressed in the form of net minimum cross-
polarization discrimination for the overall link as follows:

X = 1

2
[(Xe)−1 + (Xs)

−1]−1 (7.54)

where X is the worst case carrier-to-cross polarization interference ratio. Xe and Xs are the
cross-polarization discrimination for the Earth station antenna and for the satellite antenna
respectively. It can be taken as an additional source of interference while computing the overall
carrier-to-noise plus interference ratio.

7.7.5 Adjacent Channel Interference

Adjacent channel interference occurs when the transponder bandwidth is simultaneously shared
by multiple carriers having closely spaced centre frequencies within the transponder bandwidth.
When the satellite transmits to Earth stations lying within its footprint, different carriers are

Figure 7.18 Figure for Problem 7.9
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filtered by the receiver so that each Earth station receives its intended signal. Filtering would
have been easier to realize had there been a large guard band between adjacent channels, which
is not practically feasible as that would lead to the inefficient use of the transponder bandwidth.
The net result is that a part of the power of the carrier in the channel adjacent to the desired
one is also captured by the receiver due to overlapping amplitude characteristics of the channel
filters. This becomes a source of noise.

Problem 7.9
Refer to Figure 7.18. Satellite A radiates an EIRP of 35 dBW on the downlink to an Earth
station whose receive antenna gain is 50 dB. Emission from satellite B located in the
vicinity of the first satellite produces interference to the desired downlink. If the EIRP of the
interfering satellite is 30 dBW, determine the carrier-to-interference (C/I) ratio assuming
that the path loss on the downlink channel for the interfered and interfering satellites are
the same and that the angle between the line-of-sight between the Earth station and
the desired satellite and the line-of-sight between the Earth station and the interfering
satellite is 4◦.

Solution: The carrier-to-interference ratio can be computed from

C/I = (EIRP − EIRP′) + (G − 32 + 25 log �)

where

EIRP = EIRP from the desired satellite = 35 dBW
EIRP′ = EIRP from the interfering satellite = 30 dBW

G= gain of the Earth station receiving antenna = 50 dB
�= viewing angle of the two satellites from the Earth station = 4◦

Therefore,

C/I = (EIRP − EIRP′) + (G − 32 + 25 log �)

= (35 − 30) + (50 − 32 + 25 log 4)

= 23 + 25 log 4 = 38.05 dB

Problem 7.10
Refer to Figure 7.19. The EIRP values of Earth stations A and B are 80 dBW and 75 dBW
respectively. The transmit antenna gains in the two cases are 50 dB each. If the gain of
the receiving antenna of the satellite uplinked from Earth station A is 20 dB in the direction
of Earth station A and 15 dB in the direction of Earth station B, determine the carrier-to-
interference ratio at the satellite due to interference caused by Earth station B. Assume
that the viewing angle of the satellite from the two Earth stations is 4◦.

Solution: (C/I)U can be computed from

(C/I)U = (EIRP − EIRP′) + (G −G′) where EIRP′ = EIRP∗ −GI + (32 − 25 log �)



312 Satellite Link Design Fundamentals

Figure 7.19 Figure for Problem 7.10

Different terms used above have their usual meaning, as explained in the text:

EIRP = 80 dBW, EIRP∗ = 75 dBW, G = 20 dB, G′ = 15 dB, G1 = 50 dB

EIRP′ = 75 − 50 + 32 − 25 log 4◦ = 42 dBW

Therefore,

(C/I)U = 80 − 42 + 20 − 15 = 43 dB

Problem 7.11
In a point-to-point satellite communication system, the carrier signal strength at the satellite
as received over the uplink is 40 dB more than the strength of the interference signal from
an interfering Earth station. Also, the strength of the signal power received at the desired
Earth station over the downlink is 35 dB more than the strength of the interference signal
power due to an interfering satellite. Determine the total carrier-to-interference ratio of the
satellite link.

Solution: It is given that (C/I)U = 40 dB = 10 000 and (C/I)D = 35 dB = 3162.28. The total
carrier-to-interference (C/I) ratio can be computed from

C/I = [(C/I)−1
U + (C/I)−1

D ]−1

= [(10 000)−1 + (3162.28)−1]−1 = 2402.53

(C/I)(in dB) = 10 log 2402.53 = 33.8 dB

Problem 7.12
The angle formed by the slant ranges of two geostationary satellites from a certain Earth
station as shown in Figure 7.20 is 5◦. Determine the longitudinal location of the two satel-
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Figure 7.20 Figure for Problem 7.12

lites given that the two slant ranges of satellites A and B are 42 100 km and 42 000 km
respectively. Given that the radius of the geostationary orbit is equal to 42 164 km.

Solution: If ˇ is the longitudinal separation of the two satellites, it can be computed from

cos � =
[
d2

A + d2
B − 2r2(1 − cosˇ)

2dAdB

]

where

dA = slant range of satellite A = 42 100 km
dB = slant range of satellite B = 42 000 km
r = geostationary orbit radius = 42 164 km
�= angular separation of the two satellites as viewed from the Earth station = 5◦

Therefore,

cos 5◦ = (42 100 × 103)2 + (42 000 × 103)2 − 2 × (42 164 × 103)2 × (1 − cosˇ)
2 × (42 100 × 103) × (42 000 × 103)

or

0.996 = (177 241 × 1010) + (176 400 × 1010) − 2 × (177 780.3 × 1010) × (1 − cosˇ)
2 × (176 820 × 1010)

or

cosˇ = 1 − 0.004 = 0.996

or

ˇ = 5.126◦

Therefore, the longitudinal separation between the two satellites = 5.126◦.
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7.8 Antenna Gain-to-Noise Temperature (G/T) Ratio

The antenna gain-to-noise temperature (G/T) ratio, usually defined with respect to the Earth
station receiving antenna, is an indicator of the sensitivity of the antenna to the downlink carrier
signal from the satellite. It is a figure-of-merit used to indicate the combined performance of
the Earth station antenna and low noise amplifier combined in receiving weak carrier signals. G
is the receive antenna gain, usually referred to the input of the low noise amplifier. It equals the
receive antenna gain as computed, for instance, from G = η(4πAe/λ

2) minus the power loss
in the waveguide connecting the output of the antenna to the input of the low noise amplifier.
T is the Earth station effective noise temperature, also referred to as the noise temperature at
the input of the low noise amplifier. It may be mentioned here that the value of the G/T ratio is
invariant irrespective of the reference point chosen to measure its value. The input of the low
noise amplifier is chosen because it is the point where its contribution is clearly shown.

During the discussion on system noise temperature earlier in the chapter, expressions were
derived for the overall system noise temperature as referred to the output of the receive antenna
as well as the input of the low noise amplifier. The system noise temperature at the output of
the antenna (TSAO) was derived as

TSAO = TA + TF(LF − 1) + TeLF (7.55)

where

TA = antenna noise temperature
TF = thermodynamic temperature of the feeder, often taken as the ambient temperature
LF = attenuation factor of the feeder
Te = effective input noise temperature of the receiver

The system noise temperature when referred to the input of the low noise amplifier (TSRI) was
derived as

TSRI = TA

LF
+ TF

(
LF − 1

LF

)
+ Te (7.56)

where Te can further be expressed as

Te = T1 + T2

G1
+ T3

G1G2
(7.57)

Here, T1, T2 and T3 are the noise temperatures of different stages in the receiver, beginning
with the low noise amplifier, and G1, G2 and G3 are the corresponding gain values.

From the known values for G and T , the G/T ratio can be computed. To conclude the
discussion on the G/T ratio, the following observations can be made:

1. The higher the antenna gain and the lower the loss of the feeder connecting the output of
the antenna to the input of the low noise amplifier, the higher will be the G/T ratio.

2. The lower the noise temperature of the low noise amplifier, the higher will be the
G/T ratio.

3. The higher the gain of the low noise amplifier, the lower will be the noise contribution of
successive stages in the receiver and the higher will be the G/T ratio.
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Problem 7.13
Refer to the block diagram of the receiver side of the satellite link, as shown in
Figure 7.21. It is given that GA = 60 dB, TA = 60 K, L1 = 0.5 dB, T1 = 290 K, G2 = 60 dB,
T2 = 140 K, T3 = 10 000 K. Determine the G/T ratio in dB/K referred to the input of the low
noise amplifier.

Figure 7.21 Figure for Problem 7.13

Solution: The gain as referred to the input of the low noise amplifier = 60 − 0.5 = 59.5 dB.
The system noise temperature as referred to the input of the low noise amplifier can be
computed from

TSRI = TA

L1
+ T1

(
L1 − 1
L1

)
+ T2 + T3

G2

L1 = 0.5 dB = 1.12

G2 = 60 dB = 106

TA = 60 K, T1 = 290 K, T2 = 140 K, T3 = 10 000 K

Therefore,

TSRI = 60
1.12

+ 290
(

1.12 − 1
1.12

)
+ 140 + 10 000

1 000 000

= 53.57 + 31.07 + 140 + 0.01 = 224.65 K

Therefore,

G/T(in dB/K) = G(in dB) − 10 logT

= 59.5 − 10 log 224.65

= 59.5 − 23.5 = 36 dB/K

Problem 7.14
Determine the G/T ratio for the data given in Problem 7.13 as referred to the output of the
antenna. What do you deduce from the result obtained?

Solution: G in this case is equal to 60 dB. The system noise temperature as referred to
the output of the antenna is

TSAO = TA + T1(L1 − 1) + L1

(
T2 + T3

G2

)
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This gives

TSAO = 60 + 290(1.12 − 1) + 1.12(140 + 0.01)

= 60 + 34.8 + 156.8 = 251.6 K

Therefore,

G/T(in dB/K) = G(in dB) − 10 logT

= 60 − 10 log 251.6

= 60 − 24 = 36 dB/K

It is evident from solutions to Problems 7.13 and 7.14 that the G/T ratio is invari-
ant regardless of the reference point, in agreement with a statement made earlier in
the text.

7.9 Link Design

The design of any satellite based communication system is based on the two objectives of
meeting a minimum C/N ratio for a specified time period and carrying maximum traffic at
minimum cost. Both of these objectives are contradictory and the art of system design is to
reach the best compromise so as to meet all the system parameters at minimum cost.

There are many parameters that affect the design of a satellite based communication system.
These parameters may be categorized according the sub-system to which they are of prime
importance (Earth station, satellite and satellite-Earth station channel). The parameters related
to the Earth station design are geographical location of the Earth station (which provides an
estimate of rain fades, satellite look angle, satellite EIRP and path loss), transmit antenna gain
and transmitter power, receive antenna gain, system noise temperature and characteristics of
the different modules of the Earth station (demodulator characteristics, filter characteristics,
cross-polarization discrimination). Satellite related parameters are location of the satellite
(determines the coverage region and Earth station look angle), transmit antenna gain, radiation
pattern and transmitted power, receive antenna gain and radiation pattern and transponder, type,
gain and its noise characteristics. The parameters of the transmission channel that affect the
link design are operating frequency (path loss and link margin) and propagation characteristics
(decide the link margin and choice of modulation and coding). A one way satellite link consists
of two separate paths; an up-link path from the Earth station to the satellite and a down-link
path from the satellite to the Earth station. A typical two way satellite link comprises of four
separate paths; an uplink path from the first Earth station to the satellite, downlink path from
the satellite to the second Earth station, uplink from the second Earth station to the satellite
and a downlink from the satellite to the first Earth station. The design procedure for a one way
satellite link is highlighted in the following paragraphs. The design for a two way link can also
be carried out on similar lines.



Link Design 317

7.9.1 Link Design Procedure

The satellite communication link design procedure is as follows:

1. Determine the frequency band in which the system will operate.
2. Determine the communication parameters of the satellite.
3. Calculate the signal-to-noise ratio and the bit error rate for the baseband channel.
4. Determine the parameters of the transmitting and the receiving Earth stations.
5. The design starts with the transmitting Earth station. Determine the carrier-to-noise ratio

for the uplink using the uplink budget and the transponder noise power budget.
6. Determine the output power of the transponder based on the value of the transponder gain.
7. Determine the carrier-to-noise ratio for the downlink and establish the noise budget for the

receiving Earth station at the edge of the coverage zone.
8. Determine the propagation conditions under which the system operates and calculate the

value of atmospheric attenuation and other losses caused due to the atmospheric conditions.
9. Determine the link margin by calculating the link budget. Compare the result with the

desired specifications. Change the system parameters to obtain the desired value of the link
margin.

7.9.2 Link Budget

The link budget is a way of analysing and predicting the performance of a microwave com-
munication link for given values of vital link parameters that contribute to either signal gain
or signal loss. It is the algebraic sum of all gains and losses expressed in decibels as we move
from the transmitter to the receiver. The final value thus obtained provides us with the means
of knowing the available signal strength at the receiver and therefore also knowing how strong
the received signal is with respect to the minimum acceptable level, called the threshold level.
The difference between the actual value and the threshold is known as the link margin. The
higher the value of the link margin, the better is the quality of the microwave link. The link
budget is thus a tool that can be used for optimizing various link parameters in order to get the
desired performance.

The concept of the link budget can be illustrated further with the help of a one-way microwave
communication link schematic shown in Figure 7.22. Various parameters of interest in this case
would be:

Figure 7.22 Link budget
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Figure 7.23 Satellite link budget analysis

1. Transmitter power PT
2. Power loss in the waveguide connecting the transmitter output to the antenna input LT
3. Transmitting antenna gain GT
4. Free-space path loss LP
5. Attenuation due to rain, clouds, fog, etc., A

6. Receive antenna gain GR
7. Power loss in the waveguide connecting the receive antenna output to the receiver

input LR
8. Received signal power PR

The power balance equation describing the link budget in this case would be given by

PT − LT + GT − LP − A + GR − LR = PR (7.58)

It may be mentioned here that all the power levels in the above expression are in dBW and the
gain, attenuation and loss terms are in dB.

With reference to a satellite link, such an equation can be written for both the uplink as well
as the downlink. Figure 7.23 shows the schematic arrangement of a satellite link indicating
various parameters that typically contribute to the link budget. For the satellite link shown in
Figure 7.23, the uplink and downlink power balance equations can be written as

PTU − LTU + GTU − LPU − AU + GRU − LRU = PRU . . . Uplink (7.59)

PTD − LTD + GTD − LPD − AD + GRD − LRD = PRD . . . Downlink (7.60)

Design of the uplink channel is often easier than the downlink channel as higher power
transmitters can be placed on the Earth stations than on the satellites. However, there are some



Link Design 319

systems like the VSATs which have limitations on the size of the antennas that can be used on
the Earth station. The design of the uplink channel is done with the aim of producing a certain
flux density or a certain power level at the input of the satellite transponder. The desired EIRP
of the transmitting Earth station is calculated based on this requirement.

The design of the downlink channel is done by taking into consideration the back-off
requirements of the satellite transponder amplifier to reduce the intermodulation problems.
This is made possible either by reducing the uplink transmitter power or by reducing the
satellite transponder amplification.

As an example, let us look at the link budget of a typical Ku band satellite-to-DTH receiver
downlink. Typical values for the various parameters are:

1. Transmit power PTD = 25 dBW
2. Transmit waveguide loss LTD = 1 dB
3. Transmit antenna gain GTD = 30 dB
4. Free-space path loss LPD = 205 dB
5. Receive antenna gain GRD (for a 50 cm diameter dish) = 39.35 dB
6. Receive waveguide loss LRD = 0.5 dB

The received signal power can be computed from the above data to be equal to −112.15 dBW.
If the receive system noise temperature is taken to be 140 K and the receive bandwidth to be 27
MHz, which are typical values for the link under consideration, then the receiver noise power
would be

N = kTB = 1.38 × 10−23× 140 × 27 × 106 watts = 5216.4 × 10−17 watts = −132.83 dBW

Therefore, the received carrier-to-noise C/N ratio for this link would be 20.68 dB. This figure
can be used to determine the link margin and hence the quality of service provided by the
link under clear sky conditions. It can also be used to assess the deterioration in the quality of
service in case of hostile atmospheric conditions.

Problem 7.15
A certain 6/4 GHz satellite uplink has the following data on various gains and losses:

1. Earth station EIRP = 80 dBW
2. Earth station satellite distance = 35 780 km
3. Attenuation due to atmospheric factors = 2 dB
4. Satellite antenna’s aperture efficiency = 0.8
5. Satellite antenna’s aperture area = 0.5 m2

6. Satellite receiver’s effective noise temperature = 190 K
7. Satellite receiver’s bandwidth = 20 MHz

Determine the link margin for a satisfactory quality of service if the threshold value of the
received carrier-to-noise ratio is 25 dB.

Solution:

� = 3 × 108/6 × 109 = 0.05 m
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Satellite antenna’s gain = �

(
4�Ae

�2

)

= 0.8 × 4 × � × 0.5
0.05 × 0.05

= 2010.62 = 33.03 dB

Receiver’s noise power = 10 log(kTB) = 10 log(1.38 × 10−23 × 190 × 20 × 106)

= −132.8 dB

Free-space path loss = 20 log
(

4�R
�

)
dB = 20 log

[
(4 × � × 35780 × 103)

0.05

]
dB

= 199.08 dB

From the given data,

Received power at the satellite = 80 − 2 − 199.08 + 33.03

= −88.05 dBW

Thus, the received carrier is 44.75 dB [−88.05 − (−132.8)] stronger than the noise. It is
19.75 dB (44.75 − 25) more than the required threshold value. Therefore, the link margin
= 19.75 dB.
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Glossary
Antenna gain-to-noise temperature (G/T) ratio: This is usually defined with respect to the Earth sta-
tion receiving antenna and is an indicator of the sensitivity of the antenna to the downlink carrier signal
from the satellite. It is the figure-of-merit used to indicate the performance of the Earth station antenna
and low noise amplifier combined to receive weak carrier signals
Antenna noise temperature: This is a measure of noise entering the receiver via the antenna. The noise
temperature of the antenna can be computed by integrating contributions of all the radiating bodies whose
radiation lies within the directional pattern of the antenna
Broadcast Satellite Services (BSS): This refers to the satellite services that can be received at many
unspecified locations by relatively simple receive-only Earth stations
Cross-polarization discrimination: This is defined as the ratio of power received by the antenna in
principal polarization to that received in orthogonal polarization from the same incident signal
Cross-polarization interference: This occurs in frequency re-use satellite systems. It occurs due to
coupling of energy from one polarization state to the other orthogonally polarized state in communications
systems that employ orthogonal linear polarizations (horizontal and vertical polarization) and orthogonal
circular polarizations (right-hand circular and left hand circular). The coupling of energy from one
polarization state to the other polarization state takes place due to finite values of cross-polarization
discrimination of the Earth station and satellite antennas and also by depolarization caused by rain,
particularly at frequencies above 10 GHz
Fixed Satellite Services (FSS): This refers to the two-way communication between two Earth stations
at fixed locations via a satellite
Free-space loss: This is the loss of signal strength due to the distance from the transmitter. While free
space is a theoretical concept of space devoid of all matter, in the present context it implies remoteness
from all material objects or forms of matter that could influence propagation of electromagnetic waves
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Intermodulation interference: This is caused due to generation of intermodulation products within the
satellite transponder as a result of amplification of multiple carriers in the power amplifier, which is
invariably a TWTA
Johnson noise: Another name for thermal noise or white noise
Link budget: This is a way of analysing and predicting the performance of a microwave communication
link for given values of vital link parameters that contribute to either signal gain or signal loss. It is the
algebraic sum of all gains and losses expressed in decibels when travelling from the transmitter to the
receiver
Mobile Satellite Services (MSS): This refers to the reception by receivers that are in motion, like ships,
cars, lorries, etc.
Noise figure: It is defined as the ratio of the signal-to-noise ratio at the input of the amplifier to the
signal-to-noise ratio at its output
Noise temperature: This is just another way of expressing the noise performance of a device in terms of
its equivalent noise temperature. It is the temperature of a resistance that would generate the same noise
power at the output of an ideal (i.e. noiseless) device as that produced at its output by an actual device
when terminated at its input by a noiseless resistance, i.e. a resistance at absolute zero temperature
Polarization rotation: When an electromagnetic wave passes through a region of high electron content,
such as ionosphere, the plane of polarization of the wave is rotated due to interaction of the electromagnetic
wave and the Earth’s magnetic field. The angle through which the plane of polarization rotates is directly
proportional to the total electron content of the ionosphere and inversely proportional to the square of
the operating frequency. It also depends upon the state of the ionosphere, time of the day, solar activity,
direction of the incident wave, etc. The directions of polarization rotation are opposite for transmit and
receive signals
Scintillation: This is simply the rapid fluctuation of the signal amplitude, phase, polarization or angle
of arrival. In the ionosphere, scintillation occurs due to small scale refractive index variations caused by
local ion concentration. The scintillation effect is inversely proportional to the square of the operating
frequency and is predominant at lower microwave frequencies, typically below 4 GHz
Thermal noise: Thermal noise is generated in any resistor or resistive component of any impedance due
to the random motion of molecules, atoms and electrons. It is called thermal noise as the temperature of a
body is the statistical RMS value of the velocity of motion of these particles. It is also called white noise
as, due to the randomness of the motion of particles, the noise power is evenly spread over the entire
frequency spectrum
White noise: Another name for thermal noise or Johnson noise
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Earth Station

Three essential elements of any satellite communication network or system include the
Earth segment, the space segment and the up/down link between the space segment and
the Earth segment. The space segment, mainly in terms of the different hardware compo-
nents that constitute the satellite and related topics, was discussed in detail earlier in Chapter 4
on Satellite Hardware. Chapter 7 titled Satellite Link Design Fundamentals addressed differ-
ent topics relevant to the design of an optimum satellite link. This chapter comprehensively
covers different subsystems that make up a typical satellite Earth station and the key factors
governing its design. Beginning with a brief introduction to the Earth station in terms of its
role and significance in the overall satellite communication network, the chapter goes on to
discuss different types of Earth stations along with their architecture and different subsystems
constituting an Earth station. Key performance parameters and other factors governing the
design of an Earth station are also discussed. The chapter concludes in overview of some of
the major Earth stations around the world in terms of available infrastructure, range of services
offered and so on. After reading the chapter you will learn the following:

• The role of an Earth station in overall satellite communication set-up
• Types of Earth station with reference to size and complexity and type of service
• Earth station architecture
• Design considerations for an Earth station
• Earth station subsystems and function of each subsystem
• Earth station figure-of-merit
• Satellite tracking methodologies
• Services offered by some of the major Earth stations around the world

8.1 Earth Station

An Earth station is a terrestrial terminal station mainly located on the Earth’s surface. It could
even be airborne or maritime. Those located on the Earth’s surface could either be fixed or

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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Figure 8.1 Earth station communicating with satellites

mobile. The Earth station is intended for communication with one or more manned or unmanned
space stations as shown in Figure 8.1 or with one or more terrestrial stations of the same type
via one or more reflecting satellites or other objects in space as depicted in Figure 8.2. In most
of the applications related to communication satellites, Earth stations transmit to and receive
from satellites. In some special applications, the Earth stations only transmit to or receive from
satellites. Receive-only Earth station terminals are mainly of relevance in the case of broadcast
transmissions. Transmit-only Earth station terminals are relevant to data gathering applications.

Major subsystems comprising an Earth station include (a) transmitter system whose com-
plexity depends upon the number of different carrier frequencies and satellites simultaneously
handled by the Earth station; (b) receiver system whose complexity again depends upon the
number of frequencies and satellites handled by the Earth station; (c) antenna system that is
usually a single antenna used for both transmission and reception with a multiplex arrangement
to allow simultaneous connection to multiple transmit and receive chains; (d) tracking system
to ensure that the antenna points to the satellite; (e) terrestrial interface equipment; (f) primary
power to run the Earth station and (g) test equipment required for routine maintenance of the
Earth station and terrestrial interface.
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Figure 8.2 Earth station communicating with another Earth station

Earth station design is mainly governed by the type of service to be provided such as fixed
satellite service (FSS), broadcast satellite service (BSS), mobile satellite service (MSS) etc.;
quality of service to be provided mainly dictated by Earth station G/T ; type of communication
requirements such as telephony, data, television etc.; international regulations; cost consider-
ations and site constraints. The Earth station is characterized by frequency band (6/4 GHz,
14/12 GHz etc.), polarization (linear, circular etc.), antenna diameter, effective isotropic ra-
diated power (EIRP), G/T , receive antenna gain, modulation type, access method (FDMA,
TDMA etc.) and so on.

8.2 Types of Earth Station

Earth stations are generally categorized on the basis of type of services or functions provided
by them though they may sometimes be classified according to the size of the dish antenna.
Based on the type of service provided by the Earth station, they are classified into the following
three broad categories.

1. Fixed Satellite Service (FSS) Earth Stations
2. Broadcast Satellite Service (BSS) Earth Stations
3. Mobile Satellite Service (MSS) Earth Stations
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Earth stations are also sometimes conveniently categorized into three major functional
groups depending upon their usage. These categories are the following.

1. Single function stations
2. Gateway stations
3. Teleports

Each of the above mentioned types is briefly described in the following paragraphs.

8.2.1 Fixed Satellite Service (FSS) Earth Station

Under the group of FSS Earth stations, we have the large Earth stations (G/T ∼= 40 dB/K)
(Figure 8.3), medium Earth stations (G/T ∼= 30 dB/K), small Earth stations (G/T ∼= 25 dB/K),
very small terminals with transmit/receive functions (G/T ∼= 20 dB/K) (Figure 8.4) and very
small terminals with receive only functions (G/T ∼= 12 dB/K) (Figure 8.5).

Figure 8.3 Large Earth station

Fixed satellite service (FSS) is a term that is mainly used in North America. The service
involves the use of geostationary communication satellites for telephony, data communications
and radio and television broadcast feeds. FSS satellites operate in either the C band (3.7 GHz
to 4.2 GHz) or the Ku band (11.45 GHz to 11.7 GHz and 12.5 GHz to 12.75 GHz in Europe,
and 11.7 GHz to 12.2 GHz in the USA).

FSS satellites operate at relatively lower power levels as compared to Broadcast Satellite
Service (BSS) satellites and therefore consequently require a much larger dish. Also, FSS
satellite transponders use linear polarization as compared to circular polarization employed by
BSS satellite transponders.
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Figure 8.4 Very Small terminal (Transmit/Receive)

8.2.2 Broadcast Satellite Service (BSS) Earth Stations

Under the group of BSS Earth stations, we have large Earth stations (G/T ∼= 15 dB/K)
used for community reception and small Earth stations (G/T ∼= 8 dB/K) used for indi-
vidual reception. Technically, broadcast satellite service or BSS as it is known by the
International Telecommunications Union (ITU) refers only to the services offered by satel-
lites in specific frequency bands. These frequency bands for different ITU regions include
10.7 GHz to 12.75 GHz in ITU region-1 (Europe, Russia, Africa), 12.2 GHz to 12.7 GHz
in ITU region-2 (North and South America) and 11.7 GHz to 12.2 GHz in ITU region-3
(Asia, Australia). ITU adopted an international BSS plan in the year 1977. Under this
plan, each country was allotted specific frequencies for use at specific orbital locations for
domestic services. It is also known by the name of Direct Broadcast Service or DBS or
more commonly as Direct-to-Home or DTH. The term DBS is often used interchangeably
with DTH to cover both analog and digital video and audio services received by relatively
small dishes.
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Figure 8.5 Very small terminal (Receive only)

8.2.3 Mobile Satellite Service (MSS) Earth Stations

Under the group of MSS Earth stations, we have the large Earth stations (G/T ∼= −4 dB/K),
medium Earth stations (G/T ∼= −12 dB/K) and small Earth stations (G/T ∼= −24 dB/K).
While both large and medium Earth stations require tracking, small MSS Earth stations are
without tracking equipment.

Satellite phone is the most commonly used mobile satellite service. It is a type of mobile that
connects to satellites instead of terrestrial cellular sites. Mobile satellite services are provided
both by the geostationary as well as low Earth orbit satellites. In the case of the former, three or
four satellites can maintain near continuous global coverage. These satellites are very heavy and
therefore very expensive to build and launch. Geostationary satellite based mobile services also
suffer from noticeable delay while making a telephone call or using data services. Yet another
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Figure 8.6 Iridium system

disadvantage of geostationary satellite system is frequent absence of line-of-sight between the
satellite and the phone due to obstacles present in between the two.

The disadvantages of the geostationary satellite system are overcome in Low Earth Orbit
(LEO) satellite systems. In the case of LEO satellite systems, an obstacle would block the
satellite access only for a short time until another satellite passes overhead. The major ad-
vantage of LEO satellites based communication system is worldwide wireless coverage with
no gaps. However, a constellation of LEO satellites would be required to maintain uninter-
rupted coverage. Iridium (Figure 8.6) and Globalstar are the two major LEO satellite systems
offering mobile satellite services. Globalstar uses 44 satellites with the orbital inclination of
the satellites being 52◦. It may be mentioned here that the polar regions are not covered by the
Globalstar constellation. Iridium operates 66 satellites orbiting in polar orbits. Radio links are
used between the satellites in order to relay data to the nearest satellite connected to the Earth
station.

8.2.4 Single Function Stations

Single function stations are characterized by a single type of link to a satellite or a satellite
constellation. These stations may be transmit-only, receive-only or both. Some common ex-
amples of single function stations include television receive-only (TVRO) terminals used for
TV reception by an individual (Figure 8.7), satellite radio terminals, receive-only terminals
used at a television broadcast station to pick up contribution feeds, two-way VSAT termi-
nals used at a retail stores for point-of-sale communications with the corporate hub, hand-
held satellite telephone terminals designed to work with a single satellite constellation and
many more.
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Figure 8.7 TVRO terminal

8.2.5 Gateway Stations

Gateway stations serve as an interface between the satellites and the terrestrial networks and also
serve as transit points between satellites. These stations are connected to terrestrial networks
by various transmission technologies, both wired such as coaxial cables, optical fibres etc.
and wireless such as microwave towers. Unlike single function Earth stations where it is just
up-linking and down-linking operations that comprise the core activity; in the case of gateway
stations, signal processing is the major activity.

A gateway station receives a large variety of terrestrial signals at any given time. These
include telephone signals, television signals, and data streams and so on. These signals come
in different formats; use various levels of multiplexing and telecommunication standards. A
lot of signal manipulation activities therefore need to be carried out on these signals before
they are routed to the intended satellite. There are both independent as well as satellite system
owner’s gateway stations. Antennas used at gateway stations working with a specific satellite
system need to be designed and manufactured in accordance with the standards promulgated
by the satellite fleet owner. Type approved Earth station equipment that is a particular satellite
system specific is available from many manufacturers.
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8.2.6 Teleports

Teleport is a type of gateway station operated by firms that are usually not a part of a specific
satellite system. Teleports are useful for those companies whose not-too-high requirement of
satellite connectivity does not justify having their own dishes. They are also useful for business
houses located in crowded places inhibiting line-of-sight to the satellite of interest due to the
close proximity of another tall building or some other obstacle. Teleports are usually located
on the outskirts of the city and the connectivity from the subscriber company to the teleport
station is usually provided through a hub. All subscribers are linked to the hub and the hub in
turn is connected to the teleport through a fibre-optic or a microwave link.

Modern teleport stations are versatile and often have a wide range of dishes conforming to
the standards of many satellite operators so as to be able to offer a wide range of services to the
subscribers. The services offered by teleport stations typically include format conversion, en-
cryption, production and post production, turn-around services and even leasing transportable
uplinks for temporary events.

8.3 Earth Station Architecture

The major components of an Earth station include the RF section, the baseband equipment and
the terrestrial interface. In addition, every Earth station has certain support facilities such as
power supply unit with adequate back-up, monitoring and control equipment and thermal and
environment conditioning unit (heating, air-conditioning etc.). Though the actual architecture
of an Earth station depends on the application; the block schematic arrangement of Figure 8.8
is representative of a generalized Earth station.

Figure 8.8 Block schematic arrangement of a generalized Earth station
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The RF section as shown in the block schematic arrangement of Figure 8.8 mainly comprises
of antenna subsystem, the up-converter and the high power amplifier (HPA) in the up-link
channel and the antenna subsystem, low noise amplifier (LNA) and the down-converter in
the down-link channel. In the case of an Earth station being a major hub of a network or if
service reliability were a major concern; equipment redundancy is used in the RF section. RF
section interfaces with the modem subsystem of the baseband section. The job of up-converter
in the up-link channel is to up-convert the baseband signal to the desired frequency. The up-
converted signal is then amplified to the desired level before it is fed to the feed system for
subsequent transmission to the intended satellite. Similarly, a low noise amplifier amplifies
the weak signals received by the antenna. The amplified signal is then down converted to the
intermediate frequency level before it is fed to the modem in the baseband section. The antenna
feed system provides the necessary aperture illumination, introduces the desired polarization
and also provides isolation between the transmitted and the received signals by connecting
HPA output and LNA input to the cross-polarized ports of the feed.

The baseband section performs the modulation/demodulation function with the specific
equipment required depending upon the modulation technique and the multiple access method
employed. For example, in the case of a two-way digital communication link, the baseband
section would comprise of a digital modem and a time division multiplexer. The baseband
section input/output is connected to the terrestrial network through a suitable interface known
as terrestrial interface. It may be connected directly to the user in some applications. The
terrestrial network could be a fibre optic cable link or a microwave link or even a combination
of the two. In addition to the three abovementioned components of an Earth station, every
Earth station has support facilities such as tracking, control and monitoring equipment, power
supply with back-up and environmental conditioning unit.

The complexity of Earth station architecture depends upon the application. For example,
a TVRO Earth station would be far less complex than a FSS Earth station interconnecting
large traffic nodes. Figure 8.9 shows the detailed block schematic of a typical large FSS Earth
station. Redundancy of equipment as outlined earlier is evident in the RF and the baseband
sections. The diagram shown is typical of the Earth station used in the INTELSAT network.

Figure 8.10 shows the block schematic of a typical VSAT remote terminal showing both
the outdoor and the indoor units along with the dish antenna. The outdoor unit is typically of
the size of a shoe box or even smaller and contains different subsystems of the RF section. The
dish antenna is typically 0.55 to 2.4 metre in diameter. The indoor unit, typically of the size
of a domestic video recorder, contains different subsystems of the baseband section. These
include modulator and demodulator, multiplexer and demultiplexer and user interfaces.

8.4 Earth Station Design Considerations

Design of an Earth station is generally a two-step process. The first step involves identification
of Earth station requirement specifications, which in turn govern the choice of system param-
eters. The second step is about identifying the most cost effective architecture that achieves
the desired specifications.

Requirement specifications affecting the design of an Earth station include type of service
offered (Fixed satellite service, Broadcast satellite service or Mobile satellite service), com-
munication requirements (telephony, data, television etc.), required base band quality at the
destination, system capacity and reliability. Major system parameters relevant to Earth station
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Figure 8.9 Block schematic of a typical large FSS Earth station

design include transmitter EIRP (Effective Isotropic Radiated Power), receiver figure-of-merit
(G/T ), system noise and interference and allowable tracking error.

When it comes to designing a satellite communication system, it is always advisable to
minimize the overall system costs including both development as well as recurring costs of
the Earth and space segments. A trade-off is always possible between the two where the cost
of one segment can be reduced at the cost of the other. That is, cost incurred on the Earth
station could be reduced by having a more expensive space segment. According to the most
fundamental economic rule of satellite telecommunications, every dollar spent on the space
segment gets divided by the number of potential users on the ground whereas every dollar spent
on the user terminal gets multiplied by the same number. This leads to the practice of designing
less expensive user terminals and more expensive satellites, a trend that started with advent of
geostationary satellites way back in 1960s and continued for more than three decades. Several
trade-offs are possible in Earth station design optimization, which are discussed in detail in
Section 8.4.2. However, as we shall see, these trade-offs are subjected to some technical and
regulatory constraints, which are also briefly outlined during the discussion.

8.4.1 Key Performance Parametres

Key performance parameters governing Earth station design include the EIRP (Effective or
Equivalent Isotropic Radiated Power) and the figure-of-merit (G/T ). While the former is a
transmitter parameter, the latter is indicative of receiver performance in terms of sensitivity
and the quality of the received signal.
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Figure 8.10 Block schematic of VSAT remote terminal

Effective (or Equivalent) Isotropic Radiated Power (EIRP). EIRP gives the combined
performance of the high power amplifier (HPA) and the transmitting antenna. It is given by the
product of the power output of HPA at the antenna and the gain of the transmitting antenna.
Expressed in decibels, EIRP is the sum of the power output of HPA in dB and the gain of
transmitting antenna in dB. If a particular HPA-transmitting antenna combine had an EIRP of
60 dBW, it would imply that the RF power radiated by the antenna is the same as that radiated
by an isotropic radiator in that direction when fed with million times more power at its input.

EIRP is defined for both Earth station transmitting antenna as well as satellite transmitting
antenna. It is important to note that EIRP is always measured at the antenna. When we see
a footprint map with EIRP numbers for a given transponder on a satellite, these numbers are
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indicative of the amount of power sent down to the Earth station and measured as it left the
satellite’s down-link dish. Some satellite operators have the practice of taking space loss in
account while publishing the satellite footprint maps for their users. They prefer to give the
signal strength as is received on ground thus correcting for the space loss at the frequency of
operation. This number is known as Illumination Level and is given by (EIRP − Space loss).
Some operators prefer to specify received power per unit bandwidth. The unit of bandwidth
is typically taken as 4 kHz, which is the bandwidth of a typical analog telephony channel. In
that case, the new value called Power Flux Density (PFD) is given by (EIRP − Space loss −
Bandwidth). It may be mentioned here that the PFD is specified in the decibels scale.

Receiver Figure-of-merit (G/T ). Receiver figure-of-merit is indicative of how the re-
ceiving antenna performs together with the receiving electronics to produce a useful signal.
While the EIRP gives the performance of the transmitting antenna and HPA combination;
receiver figure-of-merit, tells us about the sensitivity of the receiving antenna and the Low
Noise Amplifier (LNA) combine to weak received signals. As it is effectively a measurement
of the sensitivity of the receiving antenna to weak signals, the larger the value of receiver
figure-of-merit, the better it is. The response of the receiving system to weak signals is largely
governed by the receiving system gain and the overall system noise. The figure-of-merit is
therefore defined by a parameter called G/T ratio, which is the ratio of receiving antenna gain
to system noise temperature. G/T is expressed in dB/K. G/T of the Earth station may be
enhanced by increasing the receiving antenna gain or lowering the noise temperature or both.
For any practical communication link, EIRP of the satellite transmitting antenna and the G/T

of the Earth station receiving antenna and the EIRP of the Earth station transmitting antenna
and G/T of the satellite receiving antenna have to work together to get the desired results. A
poorer G/T necessitates a higher EIRP and vice versa. Both EIRP and G/T were discussed
at length along with illustrative examples in Chapter 7.

8.4.2 Earth Station Design Optimization

As outlined earlier, the transmitter EIRP and receiver G/T together dictate the performance
of the communication system and therefore one can be traded off against the other during the
design optimization process. In the early days of development of satellite technology, available
EIRP from satellites was pretty low, which made complex and expensive Earth stations a
necessity. In those days, Earth station antennas were several tens of metres in diameter and
cost a few million US Dollars a piece. Current trend is to minimize Earth station complexity
at the cost of a complex space segment. It is more so for applications that involve a large user
population such as direct broadcast, business use, mobile communication and so on.

Possible trade-offs can be best understood by resorting to expression for Earth station G/T .
The generalized expression for G/T is given by equation 8.1.

G/T = C/No − EIRP + (
Lp + Lm

) + k (8.1)

Where C/No, EIRP, Lp, Lm and k are carrier-to-total noise power spectral density, satellite’s
effective isotropic radiated power, path loss, link margin and Boltzmann constant (in dBs)
respectively. For a minimal cost Earth station, G/T should be minimized. This can be possible
by either using relatively higher EIRP in the satellite or being able to afford a lower carrier-to-
noise ratio or both. For desired base band quality at the receiver, this can be achieved by using
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modulation schemes that are more immune to noise. In the case of digital base band, coding
allows a further reduction in G/T .

Other factors governing Earth station complexity and hence its cost include the Earth sta-
tion EIRP, antenna tracking requirements, traffic handling capacity and terrestrial interface
requirements. In addition, there are international regulatory issues and technical constraints
that drive the optimization process.

In the early days, International Telecommunications Union (ITU) had put certain limitations
on the transmitted EIRP of the FSS satellites sharing their frequency bands with terrestrial
systems in order to allow them to co-exist. For applications such as direct broadcast, mobile
communications etc. where a small size terminal is a requirement, limiting the satellite EIRP
would put a lower limit on the diameter of the dish antenna. This implies that G/T can not
be reduced below a certain value. Even if G/T were reduced by using a smaller antenna,
reduction in size would increase antenna side lobes to undesired levels, which would further
lead to more interference to and from adjacent satellite systems. This has been overcome
by having exclusive frequency allocations for these services, thus permitting relatively much
higher EIRP for the satellites.

The satellite EIRP is also limited by the DC power available on the satellite, maximum power
that can be generated by the high power amplifiers on board the satellite and the practical
constraints imposed on the satellite antenna diameter limiting the antenna gain. Also, for a
given antenna size, gain reduces with decrease in operational frequency. That is why, satellite
EIRP limitation is more acute in L-band used for mobile communications.

Having decided on the EIRP and G/T values, the next obvious step is to choose an optimum
configuration of the antenna, high power amplifier and the low noise amplifier to achieve the
desired values. Specified EIRP and G/T may be obtained by any of the possible options. A
small size antenna, which would be low cost, and a relatively low noise LNA, which would
be expensive, is one option. Another would be the use of large size antenna and LNA with a
higher noise figure. Antenna size also affects the EIRP as a small size antenna may require a
prohibitively large HPA.

8.4.3 Environmental and Site Considerations

It is important to consider a number of environmental and locational factors while making a
decision on the site of an Earth station. Environmental parameters of interest include external
temperature and humidity, rainfall and snow, wind conditions, likelihood of Earth quakes,
corrosive conditions of the atmosphere and so on. Careful site selection can take care of the ill
effects of some but not all of these factors.

Minimizing radio frequency interference (RFI) and electromagnetic interference (EMI)
is another requirement. RFI and EMI produced by the Earth station can cause interfer-
ence to other RF installations. Also, RFI and EMI from external sources can adversely
affect the Earth station performance. It is usually necessary to carry out a radio fre-
quency survey at various possible sites before a final choice is made on the Earth station
location.

An essential requirement is to have a clear line-of-sight to the satellites of interest. Availabil-
ity of sufficient space for the Earth station equipment, easy transportation to the Earth station
and reliable electrical power are the other requirements.
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Though all efforts are made to take into account the abovementioned factors while choosing
a suitable site for the Earth station; it is important that the satellite operators specify all pos-
sible environmental factors and site constraints to potential manufacturers of the Earth station
equipment. Also, the manufacturers should build into the design of Earth station equipment
the ability to operate reliably under specified environmental and interference conditions.

8.5 Earth Station Testing

Having chosen the Earth station equipment, it is important to ensure that the equipment would
not only meet the specified requirements of the intended Earth station; it is also necessary to
ensure that the Earth station would not cause any problems either to other users of the satellite
or to any adjacent satellites. This is achieved by performing different levels of testing, which
begins with testing at component or unit level followed up by subsystem level testing. These
two levels of testing form part of Earth station hardware and software commissioning process
and therefore precede any integrated testing of the overall Earth station. Overall Earth station
testing also includes what is called line-up testing, which involves checking the performance of
the Earth station in conjunction with the Earth stations, the newly commissioned Earth station
is intended to work with.

8.5.1 Unit and Subsystem Level Testing

Unit or component level testing is usually done at the manufacturer’s premises and the test
data is made available to the subsystem designer making use of the components. The user may
choose to witness the tests, if the component happens to be of a new design.

In subsystem or equipment level testing, different subsystems are comprehensively tested for
their electrical, mechanical and environmental specifications. The critical tests are witnessed
by the user. Test data generated as a part of comprehensive testing is usually supplied to the user
before some selected tests are repeated in the presence of the user. The selected tests carried
out in the presence of the user are repeated once the equipment or subsystem is installed on
the site.

8.5.2 System Level Testing

System level testing is carried out after subsystem testing and integration has been completed.
In cases where the complete system has been ordered on a single supplier; as many subsystems
as possible are integrated at the premises of the supplier and the performance of the integrated
set verified. The rest of the integration job is carried out on site followed up by full system
testing for a wide range of parameters. These tests are also called acceptance tests. Tests are
carried out to verify that the system meets all the performance specifications and also all the
mandatory requirements of the satellite system to be used. The system is also tested for its
adherence to international regulatory standards and fulfillment of desired base band signal
quality requirement. A wide range of transmit and receive tests are carried out to meet the
abovementioned requirements. These tests fall into two broad categories namely the mandatory
tests and the additional tests. These tests are briefly described below.
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8.5.2.1 Mandatory Tests

Mandatory tests include measurements of (a) Transmit cross-polarization isolation (b) Receiver
figure-of-merit (c) EIRP stability and (d) Spectral shape. Each one of these is briefly covered
in the following paragraphs.

Transmit Cross-polarization Isolation Measurement. Transmit cross-polarization iso-
lation measurement is performed to guarantee that the power level of the cross-polarized
component is either nil or within the tolerance limit so as not to cause any significant inter-
ference to other users. This test is typically performed only on-axis. If required, full transmit
cross-polarization isolation measurement may be performed.

Figure 8.11 shows the simplified schematic arrangement used for measuring transmit cross-
polarized isolation for both linearly as well as circularly polarized antennas. As outlined earlier,
the test is usually performed on-axis. Under the control of the monitoring station, the antenna
under test (AUT) is initially driven to transmit a relatively lower level carrier at the test fre-
quency. This is used for the purpose of boresighting by observing the change in the co-polarized
carrier power level as the AUT is driven off boresight in azimuth and elevation. Once the AUT
has been boresighted, the next step is optimization of the polarization angle of the antenna
under test by observing the power level of the cross-polarized component as the AUT rotates
the feed. This is done to determine the polarization angle corresponding to the minimum power
level of the cross-polarized component.

Figure 8.11 Schematic arrangement of transmit cross-polarization isolation measurement

The on-axis transmit cross-polarization isolation is then computed to determine whether or
not the measured value of cross-polarization isolation meets the required on-axis transmit cross-
polarization isolation specification. The above procedure is for linearly polarized antennas. The
test set-up and measurement procedure for circularly polarized antennas is identical to that of
linearly polarized antennas except that the polarization angle optimization is not required in
the case of circularly polarized antennas.

Receiver Figure-of-merit Measurement. Figure 8.12 shows the schematic arrangement
of a possible test set-up that can used for measurement of receiver figure-of-merit i.e.
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Figure 8.12 Schematic arrangement of test set-up for measurement of receiver G/T

G/T . The underlying principle for measurement of G/T is as follows. The downlink
carrier to noise spectral density C/No and the corresponding satellite EIRP are measured.
G/T is obtained by re-arranging the downlink equation. Though the method is simple;
it is prone to in accuracies due to its susceptibility to variations the in atmospheric
loss.

The antenna under test (AUT) measures the received power level of either an unmodulated
beacon, or a test carrier. The downlink EIRP of the unmodulated beacon or the test carrier is
also measured. The receive system noise contribution is then measured by steering the antenna
off the spacecraft and measuring the noise floor. The difference between the two measurements
is the downlink (C + N)/N ratio. From this the downlink, C/No is calculated by taking into
account corrections required for the effects of the system thermal noise, spectrum analyser
detection non-linearity and noise bandwidth. G/T is then computed by solving the downlink
equation.

Another method used for measurement of receiver G/T is the Gain and System Temper-
ature Method. This test procedure requires measurement of receiver gain and system noise
temperature to obtain G/T . Figure 8.13 shows the test set-up for measurement of receiver gain
[Figure 8.13(a)] and system noise temperature [Figure 8.13(b)]. This method leads to more
accurate results than are obtained by the spectrum analyser method described above. Receiver
gain can be measured either by pattern integration technique or by determination of 3 dB and
10 dB beamwidths. In the case of pattern integration technique, azimuth and elevation narrow-
band (±5◦ corrected) patterns are measured. Directive gain of the antenna is then measured
through integration of the sidelobe patterns. The receiver gain is then determined by reducing
the directive gain by the antenna inefficiencies.

In order to measure the receiver gain using the beamwidth method, the AUT measures the
corrected azimuth and elevation 3 dB/10 dB beamwidths. Receiving gain of the antenna can
then be computed from known values of the two corrected beamwidths by using formula given
in equation 8.2. The equation does not account for gain losses due to insertion loss of the feed
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Figure 8.13 Receiver gain and system temperature method (a) Measurement of receiver gain (b) Mea-
surement of system temperature

mechanism and antenna reflector inaccuracies.

G = 10 log10

[
1/2

{
31000

(θ3dB × φ3dB)

}
+

{
91000

(θ10dB × φ10dB)

}]
(8.2)

Where,

G = Receiving gain of the antenna (in dBi)
θ3dB = Corrected azimuth 3◦ beamwidth (in deg)
φ3dB = Corrected elevation 3◦ beamwidth (in deg)
θ10dB = Corrected azimuth 10◦ beamwidth (in deg)
φ10dB = Corrected elevation 10◦ beamwidth (in deg)

The system noise temperature can be calculated from what is known as Y-factor measurement
where Y represents the difference in the noise power when the input to the receive system is
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terminated in hot and cold loads. Figure 8.13 (b) shows the test set-up. In the above test
configuration, a spectrum analyser could be used as a less accurate alternative to the noise gain
analyser.

In order to measure the system noise temperature, the noise power is measured for hot and
cold load conditions. The antenna under test is pointed towards the clear sky to simulate the
cold load condition. An input waveguide load at the ambient temperature provides the hot load.
This waveguide load typically forms an integral part of the LNA redundancy switching system.
It can be switched in or out using the LNA controller. The difference between the noise power
levels measured with hot and cold loads is the Y-factor. The system noise temperature can then
be computed with the help of expression given in equation 8.3.

TSYS =
[

(TLOAD + TLNA)

Y

]
(8.3)

Where,

TSYS = System noise temperature (in K)
TLOAD = Noise temperature of waveguide/test load (in K)
TLNA = Noise temperature of LNA (in K)

Y = Y-factor expressed as a ratio

Receiver G/T is then computed using equation 8.4.

G/T = GR − 10 log10 TSYS (8.4)

Where,

G/T = Receiver G/T in dB/K
GR = Receive gain of antenna (in dBi)

TSYS = Receive noise temperature (in K)

Yet another method to determine receiver G/T is to use radio stars. This method too is very
accurate but it can be used to measure G/T of antennas having G/T values typically greater
than 36 dB/K.

EIRP Stability. The quality of service provided by the system is dependent on the stability
of EIRP. It is particularly so in the case of high usage transponders and high power uplinks. As
the atmospheric effects also contribute to power flux density (PFD) variations at the satellite,
the allowable EIRP stability figure should be such that the PFD variations caused by EIRP
instability and atmospheric effects together are within allowable PFD variations at the satellite.
The EIRP stability of a station transmitting digital services should be better than ± 0.5 dB.
The EIRP stability, although a mandatory requirement, is usually not measured as part of the
Earth station verification tests. It may however be monitored as a part of initial service line-up
testing or when there is a reason to believe that EIRP instability limit has been exceeded.

Spectral Shape. The spectral shape of the modulated carrier is initially measured during
carrier line-up testing and is also measured subsequently on a regular basis. Though there are
no specific measurements to be made by the users; it is important for the users to note that
control on spectral shape and hence the bandwidth is required to avoid undesired interference
to other system users.



342 Earth Station

Figure 8.14 Test set-up for measurement of transmit sidelobe pattern

8.5.2.2 Additional Tests

In addition to the mandatory tests described in the previous pages, transmitting and receiv-
ing antenna patterns including both co-polarized and cross-polarized patterns may also be
measured. These measurements are briefly described in the following paragraphs.

Figure 8.14 shows the test set-up for measurement of transmit sidelobe pattern. The test
configuration is the same for measuring both co-polarized and cross-polarized patterns. For
measurement of transmit sidelobe pattern, the antenna under test is made to transmit an unmod-
ulated carrier. Co-polarization and cross-polarization components are then measured. Initially,
the AUT transmits a low level test carrier usually 15 dB below what is defined in the test plan
at the test frequency. The power level is subsequently increased until the nominal power level
for the test plan is reached. The AUT is swept over angular displacements, typically ±15◦
corrected. For antennas employing elevation over azimuth mounts, the azimuth angle needs
to be corrected for the elevation angle. Corrected azimuth angle (A ′

Z ) in terms of the azimuth
angle from boresight (AZ) as measured from encoders and the elevation angle (AEL) is given
by equation 8.5.

A ′
Z = 2 sin−1 [

sin (AZ/2) × cos (AEL)
]

(8.5)

It may be mentioned here that all the angles in equation 8.5 are specified in degrees.
Figure 8.15 shows the test set-up for measurement of receive sidelobe pattern. In this case,
the antenna under test (AUT) receives an unmodulated beacon, or alternatively an unmodu-
lated carrier transmitted from the payload operations centre. Co-polarized and cross-polarized
receive azimuth and elevation sidelobe patterns are then measured at the AUT site. Prior to
the commencement of the test, the azimuth and elevation tracking velocities of the AUT are
measured possibly over the full angular displacement range of the measurement. The antenna
is then swept over the required angular displacement (typically ±15◦ corrected) to measure
the receiver sidelobe patterns.
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Figure 8.15 Test set-up for receive sidelobe pattern measurement

For antennas employing elevation over azimuth mounts, the azimuth angle needs to be
corrected for the elevation angle. Equation 8.5 is used to determine the actual azimuth angle
from measured values of azimuth and elevation angles.

8.5.2.3 Line-up test

Line-up testing involves checking the performance of the newly commissioned Earth station
vis-à-vis other Earth stations it is intended to operate with. Other stations also include the
control and monitoring Earth station of the satellite operator, which provides the assistance to
carry out these tests. During these tests, the carrier EIRP is set to provide the desired carrier-
to-noise ratio at the receiving end. The link is cleared for traffic only on completion of line-up
tests.

8.6 Earth Station Hardware

Most Earth station hardware can be categorized into one of the three groups namely RF
equipment, IF and baseband equipment and terrestrial interface equipment. Basic functions
performed by each one of these equipment classes were briefly outlined in Section 8.3 on Earth
station architecture. In the present section, these are described in more detail with focus on
individual building blocks constituting these three groups.

8.6.1 RF Equipment

The RF equipment comprises of up-converters, high power amplifiers (HPA) and the transmit
antenna in the transmit channel, and the receive antenna, low noise amplifiers (LNA) and
down-converters in the receive channel. While the output of HPA feeds the transmit antenna;
the receive antenna is connected to the input of the LNA. Transmit and receive antenna functions
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Figure 8.16 Block schematic of the RF portion of the Earth station

are almost invariably performed by the same antenna. Figure 8.16 shows the block schematic
arrangement of the RF portion of the Earth station equipment.

From the viewpoint of EIRP and also Earth station G/T , it is always desirable to have
minimal losses in the waveguide/cable connecting the antenna and the HPA output or LNA
input. To achieve this, one option is to house the RF section in a separate shelter or cabinet
adjacent to the antenna. Another option is to package the uplink and down link equipment
separately. The uplink equipment mainly comprises of the modulator and the up-converter
and the down-link equipment has down-converter and the demodulator. Yet another practice
prevalent in the case of VSAT and TVRO terminals is to combine the LNA and first stage of
the down-converter into a single block known as low noise block (LNB). This has the distinct
advantage of offering low noise amplification and down conversion to L-band, which allow
them the use of inexpensive coaxial cable to further carry the signal.

8.6.1.1 Antenna

Different types of antenna and their performance parametres of relevance to satellite commu-
nications have been discussed earlier in Chapter-4 on satellite hardware. A brief description
of antennas of relevance to Earth stations is given in this section.

Different variants of reflector antenna are commonly used as Earth station antenna. These
mainly include the prime focus fed parabolic reflector antenna, offset fed sectioned parabolic
reflector antenna and cassegrain fed reflector antenna. The prime focus fed parabolic reflector
antenna as shown in Figure 8.17 is used for an antenna diameter of less than 4.5 m, more so for
receive only Earth stations. An offset fed sectioned parabolic reflector antenna (Figure 8.18) is
used for antenna diameters of less than 2 m. Offset feed configuration eliminates the blockage
of the main beam due to feed and its mechanical support system and thus improves antenna
efficiency and reduces side lobe levels.
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Figure 8.17 Prime focus fed parabolic reflector antenna

Figure 8.18 Offset fed sectioned parabolic reflector antenna

In a variation of the prime focus fed parabolic reflector antenna, a piece of hook shaped
waveguide extending from the vertex of the parabolic reflector is connected to the feed horn.
In this case, the low noise block (LNB) is connected to the waveguide behind the parabolic
reflector. This allows placement of electronics without causing any obstruction to the main
beam in addition to allowing an easy access to it.
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Figure 8.19 Cassegrain antenna

Cassegrain antennas overcome most of the shortcomings of the prime focus fed parabolic
reflector antennas. The cassegrain antenna uses a hyperbolic reflector placed in front of the main
reflector, closer to the dish than the focus as shown in Figure 8.19. This hyperbolic reflector
receives the waves from the feed placed at the centre of the main reflector and bounces them
back towards the main reflector. In the case of cassegrain antenna, the front end electronics
instead of being located at the prime focus is positioned on or even behind the dish. Offset feed
configuration is also possible in case of Cassegrain antenna (Figure 8.20).

Figure 8.20 Offset fed Cassegrain antenna

Yet another common reflector antenna configuration is the Gregorian antenna
[Figure 8.21(a)]. This configuration uses a concave secondary reflector just behind the prime
focus. The purpose of this reflector is also to bounce the waves back towards the dish. The
front end in this case is located between the secondary reflector and the main reflector. Offset
feed configuration is also possible in case of Gregorian antenna [Figure 8.21(b)].
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Figure 8.21 (a) Gregorian antenna (b) Offset fed Gregorian antenna

8.6.1.2 High Power Amplifier

EIRP, which is the product of the power output of the high power amplifier (HPA) minus the
waveguide losses and gain of transmit antenna, is an important parameter in deciding the uplink
performance of the Earth station. To achieve the specified EIRP of the Earth station, one could
have a combination of moderate output power HPA and a high gain antenna. The other option
is to have a relatively higher power output HPA feeding a moderate sized antenna. One could
always draw a family of curves for different frequency bands (C, Ku, Ka) showing a variation
of HPA power output against antenna diameter for desired value of EIRP. Figure 8.22 shows
one such family of curves drawn for an EIRP of 80 dB. As is evident from the curves, one
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Figure 8.22 HPA power output versus antenna diametre for a given EIRP

would need to have a 800 watt HPA for a C-band transponder, if the antenna diameter were to
be around 6 m or so. A 10 m antenna on the other hand would need only a 300 watt HPA.

Different types of power amplifiers used in Earth stations include (a) Traveling wave tube
(TWT) amplifiers (b) Klystron amplifiers and (c) Solid state power amplifiers (SSPA). SSPA
are used for relatively lower power applications while tube based amplifiers are used when the
required power levels are high. Klystrons are narrow band devices providing a bandwidth of the
order of 40 to 80 MHz that is tunable over a range of 500 MHz or more. Power levels offered
are from several hundred watts to few kilowatts. On the other hand, TWTA is a wideband
amplifier offering a bandwidth as large as 500 MHz or more and a power level from a few
watts to a few kilowatts. However, klystrons are less expensive, simple to operate and easy to
maintain. Solid state power amplifiers are comparatively cheaper and more reliable though the
power level offered by them is limited as compared to klystrons and TWTAs.

Apart from frequency, power level, linearity and bandwidth, other important characteristics
of high power amplifiers include gain, variation of group delay with frequency, noise per-
formance and AM/PM conversion. While variation of group delay with frequency is also a
cause of intermodulation components; AM/PM conversion produces intelligible crosstalk and
intermodulation noise.

Commonly used amplifier configurations for multi-carrier operation include the single am-
plifier and multiple amplifier configurations. In the case of single amplifier configuration
(Figure 8.23), different carriers are combined before the amplifier and the composite signal is
fed to the input of the amplifier. The amplifier is operated in the linear region of its operating
characteristics to minimize the inter-modulation noise. In the figure shown, redundant HPA is
used to improve the system reliability. It is terminated in a matched load. In the case of multiple
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Figure 8.23 Single amplifier HPA configuration

amplifier configuration, each HPA amplifies either a single or a group of carriers as shown in
Figure 8.24. Amplified signals are then combined at the output of HPAs. This configuration
allows the HPA to be operated near its full power rating, which increases the overall efficiency
of the Earth station. However this comes at the cost of additional HPAs.

Figure 8.24 Multiple amplifier HPA configuration

8.6.1.3 Up-converters/Down-converters

Up-converters and down-converters are frequency translators that convert the IF used in the
modems and baseband equipment to the operating RF frequency bands (C, Ku and Ka) and vice
versa. The up-converter translates the IF signal at 70 MHz (or 140 MHz) from the modulator
to the operating RF frequency in C or Ku or Ka band as the case may be. The down-converter
translates the received RF signal in C or Ku or Ka band into IF signal, which is subsequently
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Figure 8.25 Simplified block diagram of single frequency conversion frequency converters (a) up-
converter (b) down-converter

fed to the demodulator. Either single or double frequency conversion topologies are used for
up-converters and down-converters.

Figures 8.25(a) and (b) respectively show the schematic diagrams of up-converters and
down-converters employing single frequency conversion topology. A typical up-converter uses
a stage of amplification before the mixer stage. Mixer along with local oscillator (LO) provides
frequency conversion. A frequency synthesizer is used for LO so as to be able to generate any
frequency within the satellite up-link band. The signal is further amplified after frequency
conversion before it is fed to the high power amplifier. A band pass filter at the output of the
mixer eliminates LO frequency and its harmonics from reaching the up-link path. Insertion loss
in the filter causes a reduction of the effective isotropic radiated power (EIRP). The operation
of down-converter can be explained on similar lines. Amplification stage provides gain and
reduces the noise contribution of mixer and the IF equipment. The frequency synthesizer
provides frequency agility in the receive frequency operation.

Double frequency conversion topology employs a two mixer conversion stage. In the case of
an up-converter using double conversion, the IF frequency is first up-converted to another in-
termediate frequency usually in the L-band. The signals is then amplified and fed to the second
mixer stage where it is up-converted to the final operational RF frequency band. As outlined
in the case of single stage converters, an amplifier precedes the mixer and a band pass filter
follows the same. Figure 8.26(a) shows block schematic of a C-band up-converter employ-
ing double frequency conversion topology. Figure 8.26(b) shows the arrangement of double
frequency conversion topology based down-converter for C-band operation. The diagrams are
self explanatory.
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Figure 8.26 Simplified block diagram of double frequency conversion frequency converters (a) up-
converter (b) down-converter

8.6.1.4 Low Noise Amplifier (LNA)

While the high power amplifier (HPA) is an important element of the up-link path that together
with the transmit antenna gain decides the EIRP of the Earth station; the low noise amplifier
(LNA) is one of the key components deciding the system noise temperature and hence the
figure-of-merit G/T of the Earth station. The design of LNA and the active devices around
which the design of a LNA is configured have undergone many changes since the advent of
satellite communication. Design of LNA in the early days used to be configured around masers
and subsequently parametric amplifiers. Requirements on LNA in those days used to be far
more stringent than they are today. This has been made possible due to improvements in antenna
efficiency and feed techniques and also increase in the transmit power capability of satellites.

Present day LNAs are configured around either Gallium Arsenide FET (GaAs FET) or High
Electron Mobility Transistors (HEMT). These designs are far more compact and reliable than
their parametric amplifier counterparts. The uncooled GaAs FET or HEMT based LNAs offer
a noise temperature of about 75–170 K and compared with cryogenically cooled parametric
amplifiers of early days giving noise temperature of 30–90 K. Table 8.1 gives a performance
comparison of different LNA technologies.

There are two variations of low noise amplifier (LNA). In one of the variants, particularly
where small size antennas are used such as those for TVRO or small business applications,
the low noise amplifier section feeds a single stage down-converter in a single block called
low noise block (LNB). Note that the frequency converters integrated into LNAs are all down
converters shifting the received frequency to some lower frequency. This allows use of coaxial
cables to transport the signal from the antenna to inside the premises. The output of LNB is a
standard IF signal of around 1 GHz frequency. LNB is usually placed on the antenna structure
itself and is connected to the feed directly. Figure 8.27 shows a photograph of a DTH dish and
a co-located LNB.
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Table 8.1 Performance comparison of LNA technologies

Type of Amplifier Frequency Range (GHz) Typical Noise Temperature (K)

Parametric Amplifier (Cooled) 3.7–4.2 30
11–12 90

Parametric Amplifier (Uncooled) 3.7–4.2 40
11–12 100

GaAs FET (Cooled) 3.7–4.2 50
11–12 125

GaAs FET (Uncooled) 3.7–4.2 75
11–12 170

Figure 8.27 DTH dish and co-located LNB

Another variation of LNA is the LNC (‘C’ stands for converter). In LNC, the amplifier
can typically be tuned to amplify over the entire bandwidth of a single transponder, whatever
that bandwidth may be, before it down converts. The basic difference between LNB and LNC
lies in the conversion bandwidth. LNB uses a block converter and is capable of handling
block of frequencies from different transponders on the satellite. LNC uses the signal from a
single transponder.
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8.6.2 IF and Baseband Equipment

The nature and complexity of baseband equipment in an Earth station is mainly governed by
the range of services offered by it and the requirement specifications that would be needed
to provide those services. In the case of large Earth stations such as gateways, this portion of
Earth station hardware also involves the largest investment. Important building blocks of IF
and baseband equipment of the Earth station hardware include baseband processing circuits,
modulator/demodulator (MODEM), multiplexer/ demultiplexer etc.

The architecture of the IF and baseband section depends upon parametres like the modula-
tion/demodulation scheme, multiple access method and so on. For example, in the case of an
FDMA station, there must be one modem for each frequency resulting in use of a large number
of such units. On the other hand, a TDMA Earth station needs to have only one modem for
obvious reasons. However, the bandwidth requirement of the modem in the case of a TDMA
station would be much larger than what it would be in the case of an FDMA station.

Figure 8.28 shows the block schematic arrangement of FDMA Earth station capable of
providing full duplex digital transmission for multiple carriers. In the arrangement shown,
each carrier has its own dedicated modem tuned to a separate frequency in the transponder.
The modems interface with the terrestrial network through a TDM multiplexer. Individual
channels are combined into a single higher bandwidth channel. Though the arrangement does
not depict redundancy; full or partial redundancy is almost invariably provided to maintain
high reliability.

Figure 8.28 Block schematic of a full duplex FDMA digital communication Earth station

Figure 8.29 shows the simplified block schematic arrangement of a typical TDM/ TDMA
interactive VSAT terminal showing both the hub site and the remote locations. One can see
the use of a single modem. In the case of TDMA, the frequency band occupied by the carrier
is shared by several Earth stations on time basis. This implies that there needs to be only
a single modem per Earth station. The modem receives bursts of data from different Earth
stations in a manner that they do not overlap in time. In the case of CDMA however, different
stations transmit on the same frequency simultaneously. Different multiple access techniques
are discussed at length in Chapter 6. Modulation, demodulation and multiplexing techniques
are also discussed at length in Chapter 5.
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Figure 8.29 Block schematic arrangement of a typical TDM/ TDMA interactive VSAT terminal

8.6.3 Terrestrial Interface

Terrestrial interface is that part of the Earth station that connects the Earth station to the users.
Its importance lies in the fact that an improperly designed interface can significantly degrade
the quality of service. The nature and complexity of the terrestrial interface depends upon the
range of services or functions provided by the Earth station. The interface requirement varies
from practically no interface in the case of portable user terminals such as satellite phones to a
simple interface in the case of VSAT or TVRO terminals where the Earth station provides the
services by directly feeding the consumer equipment, which could be a TV set or a personal
computer. In the case of large Earth stations, depending upon service provided by it, terrestrial
interface may even look like a telephone exchange or a broadcast studio.

Two major components of terrestrial interface include the terrestrial tail and the interface.
Terrestrial tail links are needed to connect the main Earth station to one or more remote user
locations with line-of-sight microwave and fibre optic cable being the two principle options.
Common interfaces needed in satellite links and terrestrial networks include telephone interface
(voice), data transmission interface (data) and television interface (video).

8.6.3.1 Terrestrial Tail Options

The length of terrestrial tail may vary from few tens of metres to hundreds of kilometres. C-band
satellite systems suffer from problems of radio frequency interference (RFI). This necessitates
that the Earth station be located far away from the city leading to use of an elaborate tail. On
the other hand, Ku and Ka band systems do not have to worry much about interference related
issues and therefore have relatively shorter tails. In the case of Ka band, site diversity may be
used to maintain reliable service in the event of adverse weather conditions. In such situations,
one would also need to have a tail link between diverse sites. This tail link would also need to
handle large bandwidth and thus involve large investment. In addition, there may also be some
short links connecting various facilities within the Earth station complex.

Figure 8.30 shows a typical set up depicting tail links connecting various centres. The
diagram is self explanatory. It shows a fibre optic cable link connecting the RF terminal and
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Figure 8.30 Typical Earth station set-up with terrestrial tail links

the Earth station’s main building, a microwave tail connecting the Earth station and a switching
office, which in turn connects to user locations through public or private loops and an alternative
fibre optic link between the Earth station and the customer location.

Both fibre optic cable and microwave links are effective and reliable technologies. Fibre optic
cable may be the preferred choice in the case of short tails such as those connecting the Earth
station with other facilities or a VSAT terminal to customer. It is low noise and is immune to
electromagnetic interference (EMI). Single hop microwave is also a good alternative for short
tails.

For long and elaborate tails, microwave link is a better choice. Fibre optic cable in that case
turns to be relatively more expensive option, more so in a metropolitan area. Fibre optic cable
may retain the edge in terms of cost for tail lengths shorter than 20 km, beyond which the
microwave link certainly entails relatively lower cost.

8.6.3.2 Interface

As outlined earlier, terrestrial interface equipment need could vary from practically no require-
ment as is the case with receive-only or satellite phone terminals to very elaborate interface
equipment in the case of a large commercial satellite Earth station. Such stations are required
to handle massive traffic comprising of hundreds of telephone channels together with data and
video reaching the station through microwave and fibre optic systems using time division or
frequency division terrestrial multiplex methods. Signals received from the terrestrial network
therefore need to be de-multiplexed and then changed from the existing terrestrial formats to
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Figure 8.31 Terrestrial interface – up-link

formats suitable for satellite transmission. After this format/standards conversion, the signals
are processed further in the up-link chain of the Earth station as shown in Figure 8.31. On
the down-link side, the signals received from satellite/s are processed in the down-link chain
before they are sent to standard converter. After reformatting, the signals are multiplexed and
put on the terrestrial network as shown in Figure 8.32.

Figure 8.32 Terrestrial interface – down-link

Another interface related issue that is of particular relevance to handling digital signals arises
out of the variation in the data rate at the receiving station over the period of the sidereal day
caused by path length variation due to slight inclination and eccentricity of the orbit. As an
example, at a nominal data rate of 9.6 kbps, a delay of 1.1 ms in the path length produces a
peak-to-peak data rate variation of about 10.56 bits/s. It increases to 1.6984 kbps for a nominal
data rate of 1.544 Mbps. This causes problems while interfacing with terrestrial networks that
use synchronous transmission. Since these terrestrial networks cannot accommodate data rate
variations of this magnitude, an elastic buffer that can absorb the expected peak-to-peak data
rate variations is used between the satellite facilities and the terrestrial network as shown in
Figure 8.33. An elastic buffer is nothing but a FIFO (First-in First-out) random access memory.
The chosen elastic buffer should be large enough to absorb peak-to-peak data rate variations.
For example, for peak-to-peak data rate variation of 10.56 bits/s, 16-bit buffer may be used.
As the buffer is also going to add to the delay to the satellite link, smallest memory meeting
the requirement should be used.

Figure 8.33 Use of elastic buffer to absorb data rate variations
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8.7 Satellite Tracking

The Earth station antenna needs to track the satellite when the beam width of the antenna is only
marginally wider than the satellite drift seen by it. Given the fact that satellite drift is typically
in the range of 0.5–3◦ per day, antennas with large beamwidths such as DBS receivers do
not require to track the satellite. On the other hand, large Earth stations do need some form of
tracking with tracking accuracy depending upon the intended application. The tasks performed
by the Earth station’s satellite tracking system include some or all of the following.

1. Satellite acquisition
2. Manual tracking
3. Automatic tracking
4. Programme tracking

The acquisition system acquires the desired satellite by either moving the antenna manually
around the expected position of the satellite or by programming the antenna to perform a scan
around the anticipated position of the satellite. Automatic tracking is initiated only after the
received signal strength due to the beacon signal transmitted by the satellite is above a certain
threshold value, which allows the tracking receiver to lock to the beacon. Manual track option
is used in the event of total failure of auto track system. Automatic tracking ensures continuous
tracking of the satellite. Commonly used tracking techniques are described in the latter part of
this section. In the case of programme tracking, the antenna is driven to the anticipated position
of the satellite usually predicted by the satellite operator. Unlike automatic tracking, which is
a closed loop system; programme track is an open loop system and therefore its accuracy is
relatively much lower than that of auto track mode of operation.

8.7.1 Satellite Tracking System – Block Diagram

Figure 8.34 shows the generalized block schematic arrangement of the satellite tracking system.
The Earth station antenna makes use of the beacon signal to track itself to the desired positions
in both azimuth and elevation. The auto track receiver derives the tracking correction data or
in some cases the estimated position of the satellite. The estimated position is compared with
the measured position in the control subsystem whose output feeds the servomechanism. In
the case of manual and programme track modes, the desired positions of the satellite in the two
orthogonal axes are respectively set by the operator and the computer. The difference in actual
and desired antenna positions constitutes the error signal that is used to drive the antenna.

8.7.2 Tracking Techniques

Tracking techniques are classified on the basis of the methodology used to generate angular
errors. Commonly used tracking techniques include the following.

1. Lobe switching
2. Sequential lobing
3. Conical scan
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Figure 8.34 Block schematic arrangement of satellite tracking system

4. Monopulse track
5. Step track
6. Intelligent tracking

Of all the abovementioned techniques, the last four are more common in the case of satellite
tracking. Sequential lobing with the rapid switching of a single beam has also been tried in
some cases. Each of the abovementioned concepts with relative merits and demerits is briefly
described in the following paragraphs.

8.7.2.1 Lobe Switching

In the case of lobe switching tracking methodology, the antenna beam is rapidly switched
between two positions around the antenna axis in a single plane as shown in Figure 8.35. The
amplitudes of the echo from the object to be tracked are compared for the two lobe positions.
The difference between the two amplitudes is indicative of the location of the target with
respect to the antenna axis. When the object to be tracked is on the axis, the echo amplitudes
for the two positions of the beam are equal and the difference between the two is zero. When
the object is on one side of the antenna axis, the amplitude and sense of the difference signal
tells how much and what side of the antenna axis the object is located. The difference signal
can then be used to generate correction signal, which with the help of servo control loop can
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Figure 8.35 Principle of lobe switching technique
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be used to drive the antenna to bring the object on to the antenna axis. The lobe switching
technique is prone to inaccuracies if the object cross-section as seen by the antenna changes
between different returns in one scan.

8.7.2.2 Sequential Lobing

In sequential lobing, the beam axis is slightly shifted off the antenna axis. This squinted beam
is sequentially placed in discrete angular positions, usually four, around the antenna axis
(Figure 8.36). The angular information about the object to be tracked is determined by process-
ing several echo signals. The track error information is contained in the echo signal amplitude
variations. The squinting and beam switching is done with the help of electronically controlled
feed and therefore can be done very rapidly practically simulating simultaneous lobing.

Figure 8.36 Principle of sequential lobing

8.7.2.3 Conical Scan

This is similar to sequential lobing except that in the case of conical scan, the squinted beam
is scanned rapidly and continuously in a circular path around the axis as shown in Figure 8.37.
If the object to be tracked is off the antenna axis, the amplitude of the echo signal varies
with antenna’s scan position. The tracking system senses the amplitude variations and the
phase delay as function of scan position to determine the angular co-ordinates. The amplitude
variation provides information on the amplitude of the angular error and the phase delay
indicates direction. The angular error information is then used to steer the antenna axis to
make it to coincide with the object location. The technique offers good tracking accuracy and
an average response time. It is however not in common use now.

Figure 8.37 Principle of conical scan



Satellite Tracking 361

8.7.2.4 Monopulse Tracking

One of the major disadvantages of sequential techniques including lobe switching, sequential
lobing and conical scan is that the tracking accuracy is severely affected if the cross-section
of the object to be tracked changes during the time the beam was being switched or scanned
to get the desired number of samples. Monopulse tracking overcomes these shortcomings
by generating the required information on the angular error by simultaneous lobing of the re-
ceived beacon. There are two techniques of monopulse tracking namely amplitude comparison
monopulse tracking and phase comparison monopulse tracking.

In the case of amplitude comparison monopulse tracking, the antenna uses four feeds placed
symmetrically around the focal point. The wavefronts of the received signal in the case of
to-be-tracked satellite being on antenna axis and off antenna axis are shown in Figures 8.38(a)
and (b) respectively. In the on-axis case, the wavefront will be focused onto a spot on the

Figure 8.38 Amplitude comparison monopulse tracking – Received wavefront
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antenna axis as shown in Figure 8.38(a). For off-axis location of satellite, the focus spot
will also be off the antenna axis. As a consequence, in the case of satellite being on-axis,
the amount of energy falling on the four feeds representing four quadrants (A, B, C and
D in Figure 8.39) will be the same. When the satellite is located off-axis, the amount
of energy falling on the four feeds will be different depending upon which quadrant around
the antenna axis, the satellite is located. Figures 8.39(a) to (e) show five different cases
with satellite on-axis [Figure 8.39(a)], satellite located above antenna axis with same
azimuth location [Figure 8.39(b)], satellite located below antenna axis with same azimuth loca-
tion [Figure 8.39(c)], satellite located towards right of antenna axis with same elevation location
[Figure 8.39(d)] and satellite located towards left of antenna axis with same elevation location
[Figure 8.39(e)].

Figure 8.39 Amplitude comparison monopulse tracking – Spot for different angular positions

The amplitudes of the received pulse at the output of the four feeds are appropriately pro-
cessed to determine azimuth and elevation errors required for tracking. In the amplitude com-
parison monopulse tracking technique, it is important that the signals arriving at different feeds
are in phase. This is not a problem when using reflector antennas with feeds that are physically
small, usually a few wavelengths across. In the case of arrays, where antenna surface is very
large, signals arriving from different off-axis angles present different phases to the different
segments into which the array has been divided. These phases need to be equalized before the
error signals are derived.
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In the case of phase comparison monopulse tracking, it is the phase difference between the
received signals in different antenna elements that contains information on angular errors. At
least two antenna elements are required for both azimuth and elevation error detection. The
magnitude and sense of the phase difference determines the magnitude and direction of the
off-axis angle. When the satellite is on axis as shown in Figure 8.40(a), the magnitude of phase
difference is zero. Figure 8.40(b) depicts the case when the satellite is off-axis.

Figure 8.40 Phase comparison monopulse tracking technique

The sensitivity of this technique, i.e. the phase difference produced per unit angular error
increases with increase in spacing between different the antenna elements. However, if they
were too far apart, an off-axis signal may produce identical phases at the antenna elements.
This gives rise to ambiguity. A practical system (Figure 8.41) could have two pairs of elements
each for azimuth and elevation with outer pair giving the desired sensitivity and the inner pair
resolving ambiguity.

Monopulse tracking technique offers very high tracking accuracy and fast response time.
Due to absence of any mechanical parts, the feed system requires very little maintenance.
The disadvantages include high cost, large and complex feed system and need to have at
least two-channel coherent receivers and good RF phase stability. It is commonly employed
in large Earth stations and also in those Earth stations that require accurate tracking of non-
geostationary satellites.
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Figure 8.41 System to resolve ambiguity in phase comparison monopulse tracking technique

8.7.2.5 Step Track

In the case of step track, antenna axes are moved in small incremental steps in an effort
to maximize the received signal strength. Amplitude sensing is the basis of this tracking
methodology. It is simple and low cost and RF phase stability is not important. It is best suited
to small and medium Earth stations. As expected, the technique is susceptible to amplitude
perturbations caused by scintillation, signal fading and so on. Tracking accuracy is primarily
determined by the step size and signal to noise ratio. For a high signal-to-noise ratio, tracking
error approaches the step size. Accuracy is sensitive to amplitude interference.

8.7.2.6 Intelligent Tracking

In the case of intelligent tracking, the satellite position is obtained by optimally combining
antenna position estimate data obtained from a gradient tracking algorithm with the predic-
tion data on satellite position obtained from a satellite position model. In the case of signal
amplitude fluctuations, the antenna position may be updated by using prediction data from
satellite position model. Intelligent tracking offers all advantages of step track. It is however
susceptible to amplitude fluctuations during initial acquisition. Full accuracy is achieved sev-
eral hours after acquisition. Intelligent track may be used in small, medium and large Earth
stations, particularly those susceptible to scintillation and signal fades.

8.8 Some Representative Earth Stations

8.8.1 Goonhilly Satellite Earth Station

Goonhilly satellite Earth station (Figure 8.42) is a large telecommunications site located on
Goonhilly Downs near Helston on the Lizard peninsula in Cornwall, UK. It once was the
largest satellite Earth station in the world with over 60 dishes. The site also links into undersea
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Figure 8.42 A view of Goonhilly Earth station (Courtesy: Loz Flowers)

cable lines. British telecommunications in the year 2006 announced the shutting down of all
operations from this Earth station from 2008 onwards.

The first dish antenna at Goonhilly Earth station called ‘Arthur’ (Figure 8.43) employed
the open parabolic design. It was built in 1962 to link with Telstar-1 satellite (Telstar-1 was the

Figure 8.43 First dish antenna called ‘Arthur’ commissioned at Goonhilly Earth station (Courtesy:
Madnzany)
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first true commercial communications satellite) and measured 25.9 metres in diametre. The
‘Arthur’ dish received the first live transatlantic television broadcasts from the United States
via the Telstar-1 satellite on 11 July 1962.

The Earth station had the infrastructure to transmit to every corner of the world via satellite
and through a network of under sea fibre optic cables. It simultaneously handled millions
of international telephone calls, e-mails and TV broadcasts. The site’s largest dish, named
‘Merlin’, had a diameter of 32 metres. Other dishes included ‘Guinevere’, ‘Tristan’ and ‘Isolde’.
The Earth station was powered by the national grid and had a power back of 20 seconds provided
by four one-megawatt diesel generators.

8.8.2 Madley Communications Centre

Madley communications centre (Figure 8.44) is British Telecom’s satellite tracking Earth
station located between Madley and Kingstone, Herefordshire, England. The Earth station
has been in use for international telephone, fax and television transmission and reception
since September 1978. Madley was the first Earth station of UK to transmit a fully digital
transmission employing time division multiple access (TDMA) methodology.

Figure 8.44 Madley communications centre (Copyright Philip Halling)

8.8.3 Madrid Deep Space Communications Complex

The Madrid Deep Space Communications Complex (MDSCC) is a ground station located in
Robledo de Chavela, Spain. Figure 8.45 gives a view of the station. The facility is part of
the NASA’s Deep Space Network run by the Jet Propulsion Laboratory. The NASA Deep
Space Network (DSN) is an international network of antennas intended primarily to support
interplanetary spacecraft missions and radio and radar astronomy observations for exploration
of the universe and the solar system and also selected Earth-orbiting missions. The three Deep
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Figure 8.45 Madrid deep space communications complex (Courtesy NASA/JPL-Caltech)

Space Network complexes are the Madrid Deep Space Communications Complex, Goldstone
Deep Space Communications Complex (in USA) and Canberra Deep Space Communications
Complex (in Australia). The strategic placement of the three complexes (120◦ apart around
the world) allows constant observation of spacecraft as the Earth rotates. All DSN antennas
are steerable, high-gain, parabolic reflector antennas.

The facility at Madrid provides the vital two-way communications link that guides and
controls the remotely controlled drones. It also receives the images and other scientific data
collected by them. The facility is equipped with five antennas designated as DSS-54, DSS-55,
DSS-63, DSS-65 and DSS-66. DSS-54 and DSS-55 are 34-metre beam waveguide (BWG)
antennas. DSS-63 was initially built as a 64 metre antenna in 1974, which was later upgraded
to a 70 metre antenna in 1980s. It can transmit in S and X bands and receive in L, S and
X bands. DSS-65, 34 metre diameter high efficiency antenna can transmit in X-band with
a maximum power of 20 kW. It receives in S and X bands. DSS-66 has a diameter of 26
metres and is primarily intended to support near Earth missions and early orbital phase of deep
space missions. All these antennas along with other associated hardware are used to perform
spacecraft position and velocity tracking functions and acquire telemetry data from spacecraft.
The facility is also used for astronomical observations and monitor and control the performance
of deep space network.

8.8.4 Canberra Deep Space Communications Complex

The Canberra deep space communications complex (CDSCC), commonly referred to as
Tidbinbilla deep space tracking station, is a ground station located in Canberra, Australia.
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Figure 8.46 Canberra deep space communications complex (Courtesy NASA/JPL-Caltech)

The complex (Figure 8.46) is a part of the deep space network run by NASA’s Jet Propulsion
Laboratory (JPL). As outlined earlier, the complex is one of the three deep space network com-
plexes of NASA. The other two are the Madrid deep space communications complex located
in Spain and the Goldstone deep space communications complex in the United States. Since
March 2003, Raytheon Australia has managed the Canberra complex on behalf of CSIRO and
NASA.

Antennas equipping the complex include a 34 metre dish designated DSS-34 built in 1997
and utilizing a waveguide to place the receiving and transmitting hardware underground,
a 70 metre dish designated DSS-43 built in the year 1976 and extended in 1987 being the
largest steerable parabolic antenna in the southern hemisphere, a 34 metre dish designated
DSS-45 built in the year 1985, a 26 metre dish designated DSS-46 and scheduled to be
de-commissioned in late 2009 and a 64 metre dish designated DSS-49 located at Parkes.
There are plans to build two additional 34 metre beam waveguide antennas by the year 2013.

8.8.5 Goldstone Deep Space Communications Complex

The Goldstone Deep Space Communications Complex (GDSCC), commonly known as the
Goldstone Observatory, is located in California’s Mojave Desert (USA). The primary function
of the observatory is to track and communicate with space missions. As outlined earlier, it
is a part of NASA’s deep space network and is one of the three such deep space commu-
nications complexes, the other two being the Madrid deep space communications complex
and the Canberra deep space communications complex. It includes the Pioneer deep space
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Figure 8.47 Pioneer deep space station (Courtesy NASA/JPL-Caltech)

station (Figure 8.47). It is operated by the ITT Corporation for the Jet Propulsion Laboratory,
NASA.

The Goldstone deep space communications complex has a number of antennas. Figure 8.48
shows photograph of one such antenna, a 70 metre diameter dish. These antennas have also
been used as sensitive radio telescopes for a wide range of scientific experiments and investi-
gations, which include mapping of celestial radio sources; radar mapping of planets, comets
and asteroids and spotting comets and asteroids with the potential to impact Earth. Yet another
application is the use of large aperture radio antennas to search for ultra-high energy neutrino
interactions in the moon.

8.8.6 Honeysuckle Creek Tracking Station

Honeysuckle Creek Tracking Station (Figure 8.49) was established in 1967 near Canberra
in Australia. The tracking station played a vital role during the Apollo 11 mission. It was
instrumental in providing the first pictures of the Moonwalk on 21 July 1969. In addition
to the television pictures of the Moonwalk, the station also had voice and telemetry contact
with the lunar and command modules. After the completion of the Apollo mission in 1972,
Honeysuckle Creek Tracking Station began to support regular Skylab passes and the Apollo
scientific stations left on the Moon by astronauts. It also provided assistance to the deep
space network with interplanetary tracking commitments. After the completion of the Skylab
programmeme in the year 1974, the station became a part of the Deep Space Network as Deep
Space Station 44. After its closure in 1981, its 26 metre antenna was relocated to the Canberra
Deep Space Communications Complex. It was renamed Deep Space Station 46, where it is
still in use.
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Figure 8.48 70 metre dish antenna at Goldstone deep space communications complex (Courtesy
NASA/JPL-Caltech)

Figure 8.49 Honeysuckle Creek Tracking Station (Reproduced by permission of Honeysucklecreek.
net© 2010)
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8.8.7 Kaena Point Satellite Tracking Station

The Kaena Point Satellite Tracking Station (Figure 8.50) is a military installation of the United
States Air Force (USAF) located at Kaena point on the island of Oahu in Hawaii. The station
was originally established in the year 1959 to support the highly classified Corona satellite
programme. It is a part of Air Force satellite control network responsible for tracking satellites
in orbit, many of which belong to the United States Department of Defense. The facility
originally had one large exposed antenna. The present day set up has a large number of smaller
radomes.

Figure 8.50 Kaena Point Satellite Tracking Station (Author: Xpda)

8.8.8 Bukit Timah Satellite Earth Station

The Bukit Timah Satellite Earth Station (Figure 8.51) is Singapore’s first satellite Earth station
and is managed and owned by Singapore Telecommunications Limited. It started operations
in 1986.

8.8.9 INTELSAT Teleport Earth Stations

Intelsat offers a network of a large number of teleport facilities to compliment their space
assets. These include the following facilities.

1. Located at Atlanta-Ellenwood, Georgia, USA; it is Intelsat’s primary AOR gateway
equipped with more than 53 antennas, RF and fibre interconnect, primary and backup
TT&C etc.
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Figure 8.51 Bukit Timah Satellite Earth Station (Author: mailer diablo )

2. Located at Clarksburg, Maryland, USA; it is a prime C and Ku band launch support and
IOT site, equipped with primary and backup TT&C, 26 antennas, fibre interconnect and
offers up-link/down-link and carrier monitoring services.

3. Located at Mountain-Hagerstown, Maryland, USA; it houses the Intelsat mission critical
operations centre and disaster recovery facilities and is equipped with 17 antennas and fibre
interconnect. It offers up-link/down-link and carrier monitoring services. It also houses
customer co-located equipment for over 20 customers.

4. Located at Fillmore, California, USA; it is Intelsat’s prime C-band launch and support site,
IOT site and TT&C site. It is equipped with 20 antennas and fibre interconnect. It offers
emergency restoration services, transfer orbit support and carrier monitoring services.

5. Located at Napa, California, USA; it is Intelsat’s primary POR gateway and has a more than
50 simultaneous transponder up-link capability. It is equipped with 20 antennas, primary
and backup TT&C and fibre interconnect.

6. Located at Riverside, California, USA; it is Intelsat’s prime C-band launch support site and
also primary and backup TT&C site. It is equipped with 19 antennas and fibre interconnect. It
offers up-link/down-link and carrier monitoring services. It also houses customer co-located
equipment for over 25 customers.

7. Located at Castle Rock, Colorado, USA; it is Intelsat’s prime Ku-band launch site. It is also
an IOT site and TT&C site. It is equipped with 20 antennas and fibre interconnect. It offers
emergency restoration, transfer orbit support and carrier monitoring services.

8. Located at Paumalu, Hawaii, USA; it is Intelsat’s prime C-band launch and support site. It is
also a primary TT&C site. It is equipped with seven antennas and offers up-link/down-link
and carrier monitoring services.

9. Located at Fuchsstadt, Germany; it is Intelsat’s secondary C-band launch support site and
also a primary and backup TT&C site. It is equipped with 45 antennas and fibre interconnect
and offers up-link/down-link and carrier monitoring services. It also houses customer co-
located equipment for over 30 customers.
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Glossary

Baseband equipment: The baseband equipment performs the modulation/demodulation function with
the specific equipment required depending upon the modulation technique and the multiple access method
employed.
Broadcast Satellite Service (BSS) Earth Station: Under the group of BSS Earth stations, we have large
Earth stations (G/T ∼= 15 dB/K) used for community reception and small Earth stations (G/T ∼= 8 dB/K)
used for individual reception.
Bukit Timah Satellite Earth Station: The Bukit Timah Satellite Earth Station is Singapore’s first satel-
lite Earth station and is managed and owned by Singapore Telecommunications Limited.
Canberra Deep Space Communications Complex: Canberra Deep Space Communications Complex
(CDSCC), commonly referred to as Tidbinbilla deep space tracking station, is a ground station located
in Canberra, Australia. The complex is a part of the deep space network run by NASA’s Jet Propulsion
Laboratory (JPL).
Cassegrain fed reflector antenna: The cassegrain antenna uses a hyperbolic reflector placed in front
of the main reflector, closer to the dish than the focus low noise block (LNB)
Conical scan: In the case of conical scan, the squinted beam is scanned rapidly and continuously in a
circular path around the axis. If the object to be tracked is off the antenna axis, the amplitude of the echo
signal varies with the antenna’s scan position.
Down-converter: Down-converter is a frequency translator that converts the signals in the operating
frequency bands (C, Ku and Ka) to the IF frequency used in the modems and the baseband equipment.
Earth station: An Earth station is a terrestrial terminal station mainly located on the Earth’s surface. It
could even be airborne or maritime.
Effective Isotropic Radiated Power (EIRP): It is given by the product of the power output of HPA at
the antenna and the gain of the transmitting antenna.
Fixed Satellite Service (FSS) Earth Station: Under the group of FSS Earth stations, there are large
Earth stations (G/T ∼= 40 dB/K), medium Earth stations (G/T ∼= 30 dB/K), small Earth stations (G/T
∼= 25 dB/K), very small terminals with transmit/receive functions (G/T ∼= 20 dB/K) and very small
terminals with receive only functions (G/T ∼= 12 dB/K)
Gateway station: Gateway stations serve as an interface between the satellites and the terrestrial net-
works and also serve as transit points between satellites.
Goldstone Deep Space Communications Complex: The Goldstone Deep Space Communications
Complex (GDSCC), commonly known as the Goldstone Observatory, is located in California’s Mo-
jave Desert (USA) and is a part of NASA’s deep space network. The primary function of the observatory
is to track and communicate with space missions.
Goonhilly Satellite Earth Station: Goonhilly Satellite Earth Station is a large telecommunications site
located on Goonhilly Downs near Helston on the Lizard peninsula in Cornwall, UK.
Gregorian antenna: This configuration uses a concave secondary reflector just behind the prime focus.
The purpose of this reflector is to bounce the waves back towards the dish. The front end in this case is
located between the secondary reflector and the main reflector.
Honeysuckle Creek Tracking Station: Honeysuckle Creek Tracking Station was established in the
year 1967 near Canberra in Australia. The tracking station played a vital role during Apollo 11 mission.
It is currently a part of Deep Space Network of NASA.
Intelligent tracking: In intelligent tracking, the satellite’s position is obtained by optimally combining
antenna position estimate data obtained from a gradient tracking algorithm with the prediction data on
satellite position obtained from a satellite position model.
Intelsat teleport Earth stations: Intelsat offers a network of large number of teleport facilities to com-
pliment their space assets.
Kaena Point Satellite Tracking Station: The Kaena Point Satellite Tracking Station is a military in-
stallation of the United States Air Force (USAF) located at Kaena Point on the island of Oahu in Hawaii.
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Lobe switching: In the case of lobe switching tracking methodology, the antenna beam is rapidly
switched between two positions around the antenna axis in a single plane. The amplitudes of the echo
from the object to be tracked are compared for the two lobe positions. The difference between the two
amplitudes is indicative of the location of the target with respect to the antenna axis.
Madley Communications Centre: Madley Communications Centre is British Telecom’s satellite track-
ing Earth station located between Madley and Kingstone, Herefordshire, England.
Madrid Deep Space Communications Complex: The Madrid Deep Space Communications Complex
(MDSCC) is a ground station located in Robledo de Chavela, Spain.
Mobile Satellite Service (MSS) Earth Station: Under the group of MSS Earth stations, we have the
large Earth stations (G/T ∼= −4 dB/K), medium Earth stations (G/T ∼= −12 dB/K) and small Earth
stations (G/T ∼= −24 dB/K). While both large and medium Earth stations require tracking, small MSS
Earth stations are without tracking equipment.
Monopulse tracking: There are two techniques of monopulse tracking namely amplitude comparison
monopulse tracking and phase comparison monopulse tracking.
Programme tracking: In the case of programme tracking, the antenna is driven to the anticipated posi-
tion of the satellite usually predicted by the satellite operator.
Receiver figure-of-merit (G/T ): Receiver figure-of-merit is indicative of how the receiving antenna
performs together with the receiving electronics to produce a useful signal. The receiver figure-of-merit
tells us about the sensitivity of the receiving antenna and the Low Noise Amplifier (LNA) combine to
weak received signals.
RF section: The RF section mainly comprises of antenna subsystem, the up-converter and the high
power amplifier (HPA) in the up-link channel and the antenna subsystem, low noise amplifier (LNA) and
the down-converter in the down-link channel.
Satellite acquisition system: Satellite acquisition system acquires the desired satellite by either moving
the antenna manually around the expected position of the satellite or by programming the antenna to
perform a scan around the anticipated position of the satellite.
Satellite tracking: Satellite tracking refers to the tracking of the satellite by the Earth station antenna.
Sequential lobing: In sequential lobing, the beam axis is slightly shifted off the antenna axis. This
squinted beam is sequentially placed in discrete angular positions, usually four, around the antenna axis.
The angular information about the object to be tracked is determined by processing several echo signals.
The track error information is contained in the echo signal amplitude variations.
Single function station: Single function stations are characterized by a single type of link to a satellite
or a satellite constellation. These stations may be transmit-only, receive-only or both.
Step track: In step track, antenna axes are moved in small incremental steps in an effort to maximize
the received signal strength.
Teleport: Teleport is a type of gateway station operated by firms that are usually not a part of a specific
satellite system.
Terrestrial Tail: Terrestrial tail is that part of the Earth station that connects the Earth station to the users
Up-converter: Up-converter is a frequency translator that converts the IF used in the modems and
baseband equipment to the operating RF frequency bands (C, Ku and Ka).
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Communication Satellites

Since the launch of Sputnik-1 in the year 1957, over 8000 satellites have been launched till
date for a variety of applications like communication, navigation, weather forecasting, Earth
observation, scientific and military services. The term ‘satellite’ has become a household
word today as the horizon of its applications has touched the life of everyone, whether it be
talking to someone thousands of kilometres away within the comforts of one’s own house in a
matter of a few seconds, watching a variety of TV programmes or having access to the world
news and weather forecast on a routine basis. Satellites are also being used as navigational
aids by vehicles on land, in the air or on the sea; in remote sensing applications to unearth
the hidden mineral resources which may otherwise have remained untapped, in astronomical
research and in exploring the atmosphere. Because of its growing application potential, satellite
technology which was originally confined to the developed countries is finding new outlets in
the developing countries of the world.

Based on the intended applications, the satellites are broadly classified as communication
satellites, navigation satellites, weather forecasting satellites, Earth observation satellites, sci-
entific satellites and military satellites. In the following chapters, there will be a focus on this
ever-expanding vast arena of satellite applications. The emphasis is on the underlying prin-
ciples, the application potential and the contemporary status of these application areas. This
chapter, in particular, focuses on communication satellites.

9.1 Introduction to Communication Satellites

Satellite telecommunication stands out as the most prominent one among other applications of
satellites, both in terms of application potential and the number of satellites launched in each
category. The application areas of communication satellites mainly include television broad-
casting, international telephony and data communication services. Communication satellites
act as repeater stations that provide either point-to-point, point-to-multipoint or multipoint
interactive services.

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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The concept of using satellites for communication evolved back in 1945, when Arthur C.
Clarke, a famous science fiction writer, described how the deployment of artificial satellites
in geostationary orbit could be used for the purpose of relaying radio signals. The concept
turned into reality in the year 1962, with the launch of Telstar-1, which established the first
intercontinental link between USA and Europe, providing telephony as well as television
services. In the past more than forty years, since the launch of Telstar-1, communication satellite
technology has made progress by leaps and bounds. To date more than 3000 communication
satellites have been launched, out of which more than 1000 satellites have been launched in
the last decade (2000–2010). This is quite large when compared to the number of satellites
launched in earlier decades: 150 satellites during 1960–1970, 450 satellites during 1970–1980,
650 satellites during 1980–1990 and 750 during 1990-2000. These electronic birds have tied
the whole world together and made it look like a global village.

9.2 Communication-related Applications of Satellites

Telecommunication satellites provide a varied range of services mainly including television
broadcasting, international telephony and data communication services, most of these services
being multipurpose in nature. Traditionally, satellite applications included television broad-
casting and fixed and mobile telephony services but now newer dimensions are being added to
the spectrum of the satellite applications with the advent of services like the internet and mul-
timedia. However, satellites are facing tough competition from terrestrial networks in general,
with fibre optics in particular.

Satellite TV refers to the use of satellites for relaying TV programmes from a point where
they originate to a large geographical area. GEO satellites in point-to-multipoint configuration
are employed for satellite TV applications. There are primarily two types of satellite television
distribution systems, namely the television receive-only (TVRO) and the direct broadcasting
satellite (DBS) systems.

In satellite telephony, satellites provide both long distance (especially intercontinental) point-
to-point or trunk telephony services as well as mobile telephony services, either to complement
or to bypass the terrestrial networks. They are particularly advantageous when the distances
involved are large or when the region to be covered is sparsely populated or has a difficult
geographical terrain. Point-to-point satellite links are used for satellite telephony networks.

Satellites also provide data communication services including data, broadcast and multime-
dia services such as data collection and broadcasting, image and video transfer, voice, internet,
two-way computer interactions and database inquiries. Satellites in this case provide multipoint
interactive connectivity, enabling the user terminals to exchange information with the central
facility as well as other user terminals. Low cost very small aperture terminals (VSATs), with
each VSAT supporting a large number of user terminals, are used for implementing such a
network.

Communication satellites can be GEO satellites or a constellation of LEO, MEO or HEO
(highly elliptical orbit) satellites. GEO satellites maintain a key role in setting up national
programmes and distributing traditional services such as television or more novel services such
as access to the internet. New trends in mobile communication have led to the development
of constellations of non-GEO satellites in the LEO, MEO and HEO. These constellations
guarantee flexible links to users, without requiring Earth-based installations at all points on



Payloads 379

the globe. Hence, broadcasting services like TV, radio and telephony communication services
mainly remain in the domain of GEO satellites while the newer services like messaging, voice,
fax, data and video conferencing facilities are well suited to LEO, MEO or HEO satellite
constellations.

9.2.1 Geostationary Satellite Communication Systems

The geostationary orbit has been the preferred orbit for satellite communication systems and
provides most of the revenue for satellite system operators. The first geostationary communica-
tion satellite, named Early Bird (Intelsat 1) was launched by INTELSAT in 1965. Commercial
satellites launched in the 1970s and 1980s were all geostationary satellites. These satellites
were used for international, regional and domestic telephone and video distribution services.
Some of the important geostationary satellite missions include Intelsat, Inmarsat, Telstar,
Asiasat, Arabsat, Galaxy, GE, Superbird, Eutelsat, Astra, Palapa and so on. New trends in
the field of satellite communication include the launch of satellites in non-geostationary orbits
for some specialized applications. The most important applications of geostationary communi-
cation satellites in the current scenario include DTH satellite television broadcasting services
and VSAT services.

9.2.2 Non-geostationary Satellite Communication Systems

Non-geostationary satellite communication systems are emerging to provide mobile commu-
nication services as well as other services like messaging, video, fax and data communication.
Constellations of satellites orbiting in LEO or MEO orbits can provide global mobile com-
munication services. However, the cost of building such a constellation of satellites is huge
as compared to having a geostationary satellite. Therefore, these systems have not made great
progress and are still in the developmental stage. IRIDIUM, Orbcomm, Globalstar and ICO
systems are some of the non-geostationary satellite communication systems.

9.3 Frequency Bands

Satellite communication employs electromagnetic waves for transmission of information be-
tween Earth and space. The bands of interest for satellite communications lie above 100 MHz
including the VHF, UHF, L, S, C, X, Ku and Ka bands. Frequency allocation and the coordi-
nation mechanism were explained in detail in the previous chapter.

9.4 Payloads

Transponder is the key payload of any communication satellite. A brief outline on the basic
satellite communication link set-up would not be out of place. Basic elements of a satellite
communication system (Figure 9.1) include the ground segment and the space segment. The
ground segment comprises the transmitting and the receiving Earth stations together with their
associated instruments, antennae, electronic circuits, etc. These Earth stations provide access
to the space segment by transmitting and receiving information from the satellite, interconnect
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Figure 9.1 Basic elements of a satellite communication system

users with one another and with the terrestrial network. The space segment comprises one or
more satellites, which act as repeater stations providing point-to-point, point-to-multipoint or
multipoint interactive services.

The information to be transmitted (including voice channels for a telephone service, a
composite video signal or digital data, etc.) is modulated using analogue or digital means,
up-converted to the desired microwave frequency band of transmission (VHF, UHF, L, S, C,
X, Ku or Ka), amplified to the required power level and then beamed up to the satellite from the
transmitting Earth station (uplink). The received signals are amplified by the satellite, down-
converted to a different frequency and then retransmitted towards Earth (downlink). The device
on board the satellite that performs the amplification and frequency conversion is referred to
as a transponder and is the main payload of any communication satellite. Satellites carry a
number of these transponders, varying from 10 to as many as 100 on a high capacity satellite.
The downlink signal, received either by an Earth station, a DTH receiver or a mobile receiver,
is weak and is first amplified to bring it to a level where it can be processed. The signal is then
down-converted, demodulated and converted back into a base band signal.

Hence, a transponder is the key element in the satellite communication network and is
essentially a repeater which receives a signal transmitted from the Earth station on the uplink,
amplifies the signal and retransmits it on the downlink at a different frequency from that of
the received signal. This frequency conversion is done in order to avoid interference between
the uplink and the downlink signals. Moreover, as the atmospheric propagation losses are less
for lower frequencies and due to the limitation of available power on board the satellite, the
downlink frequency is kept lower than the uplink frequency. An exception to this is the Iridium
constellation of satellites which uses the same frequency both for uplink as well as for downlink.
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The first generation satellites used single channel repeaters providing a single channel of
transmission within the satellite. However, the satellites developed thereafter had multiple
repeaters with each repeater capable of carrying several channels. The available satellite band-
width, typically 500 MHz for the C and Ku bands and 2000 MHz for the Ka band, is divided
into various frequency channels, typically 30 to 80 MHz wide, each of which is handled by a
separate repeater. This repeater, known as a transponder, is responsible for handling a com-
plete signal path through the satellite. Typical transponder bandwidths are 27 MHz, 36 MHz,
54 MHz and 72 MHz, of which 36 MHz is the most common as it is the bandwidth required to
transmit one analogue video channel.

The term ‘transponder equivalent (TPE)’ is used to define the total transmission capacity
available on satellites in terms of transponders having a bandwidth of 36 MHz. For example,
a 72 MHz transponder will be equal to two TPEs.

9.4.1 Types of Transponders

Transponders may be broadly classified into two types depending upon the manner in which
they process the signal:

1. Transparent or bent pipe transponders
2. Regenerative transponders

9.4.1.1 Transparent or Bent Pipe Transponders

Transparent transponders process the uplink satellite signal in such a way that only their
amplitude and the frequency are altered; the modulation and the spectral shape of the signal
are not affected. They are also referred to as ‘bent pipe’ transponders as they simply transmit
the information back to Earth.

Transparent transponders comprise an input filter, low noise amplifier (LNA), down con-
verter, input multiplexer, channel amplifiers, high power amplifiers and output de-multiplexer
(Figure 9.2). The uplink section of the transponder, comprising the input filter, LNA and the
down converter is common to all the channels and is shared by all the transponders. The down
converter is basically a mixer which provides a fixed frequency translation corresponding
to the exact frequency difference between the centre of the uplink and the downlink fre-
quency bands. For example, the down converter for a C band transponder provides a frequency
translation of 2.225 GHz as the difference between the centre of the uplink frequency band
(5.925–6.425 GHz) and the downlink frequency band (3.7–4.2 GHz) in this case is 2.225 GHz.

The full bandwidth is separated into individual transponder channels by a bank of RF filters
called the input multiplexer (IMUX), with each filter being tuned to pass the full bandwidth
of a particular channel and reject all other channels. The output of each IMUX filter is then
amplified by separate power amplifiers. The power amplifiers employed are travelling wave
tube amplifiers (TWTA) for higher power levels (50 W or more) and at higher frequency bands
(Ku and Ka bands) and solid state power amplifiers (SSPAs) for lower power applications.
The output of all the transponder channels is then combined in an output de-multiplexer,
which is composed of specially designed low-loss waveguide filters and then fed to a common
transmitting antenna for down-beaming the signal on to Earth. The transponder always has
redundant equipment to ensure its proper performance in the case of failure of any one of them.
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Figure 9.2 Transparent transponders

9.4.1.2 Regenerative Transponders

Regenerative transponders are those in which some onboard processing is done and the received
signal is altered before retransmission. This onboard processing helps to improve the through-
put and error performance by restoring the signal quality prior to retransmission to the Earth.
These repeaters are also called digital processing repeaters as they use various digital techniques
like narrowband channel selection and routing, demodulation, error correction, reformatting
of data, etc., for processing the received signal.

Transparent transponders, although they are simplest to design and can handle all three
multiple-access methods, i.e. FDMA, TDMA and CDMA, cannot be used to optimize the
transmission link for a particular service, for reducing link noise or for improving the satellite
link performance. Regenerative transponders offer the flexibility of link design for optimizing
satellite performance as they actively alter the signal before retransmission to the Earth. Three
types of regenerative transponders are currently being used in communication satellites. They
are satellite-switched TDMA transponders employing wideband RF and IF switching, narrow-
band digital processing transponders with channel routing and digital beam forming and the
demod-remod transponders, which demodulate the received signal and completely restore the
information before retransmission.

9.4.2 Transponder Performance Parameters

The product of the transmit antenna gain and the maximum RF power per transponder defines
the most important technical parameter of a communication satellite, the transmit effective
isotropic radiated power (EIRP). As a general trend, EIRP values for the C band and Ku band
satellites are around 40 dBW and 55 dBW respectively. EIRP defines the downlink performance
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of a transponder and specifies the coverage area of a satellite. The uplink performance of a
satellite is defined by the parameter called the relative gain-to-noise temperature (G/T) ratio.
It is the ratio of the receive antenna gain and the noise temperature of the satellite receiving
system.

9.5 Satellite versus Terrestrial Networks

Satellites, initially conceived to provide support services to terrestrial communication net-
works, have made a great deal of progress in the last fifty years. Satellites have established
themselves as a pioneering element of communication networks. However, with the advances
made in the field of terrestrial communication network technology, like the advent of fibre
optic technology, satellites are facing tough competition from the terrestrial networks. When
compared with each other, both satellites as well as terrestrial networks have certain advantages
and disadvantages w.r.t. each other. Some of the important ones are outlined below:

9.5.1 Advantages of Satellites Over Terrestrial Networks

Satellites offer certain advantages over terrestrial networks. Some of the advantages are as
follows:

1. Broadcast property – wide coverage area. Satellites, by virtue of their very nature, are
an ideal means of transmitting information over vast geographical areas. This broadcasting
property of satellites is fully exploited in point-to-multipoint networks and multipoint in-
teractive networks. The broadcasting property is one of the major plus points of satellites
over terrestrial networks, which are not so well suited for broadcasting applications.

2. Wide bandwidth – high transmission speeds and large transmission capacity. Over the
years, satellites have offered greater transmission bandwidths and hence more transmission
capacity and speeds as compared to terrestrial networks. However, with the introduction
of fibre optic cables into terrestrial cable networks, they are now capable of providing
transmission capabilities comparable to those of satellites.

3. Geographical flexibility – independence of location. Unlike terrestrial networks, satellite
networks are not restricted to any particular configuration. Within their coverage area,
satellite networks offer an infinite choice of routes and hence they can reach remote locations
having rudimentary or nonexistent terrestrial networks. This feature of satellite networks
makes them particularly attractive to Third World countries and countries having difficult
geographical terrains and unevenly distributed populations.

4. Easy installation of ground stations. Once the satellite has been launched, installation and
maintenance of satellite Earth stations is much simpler than establishing a terrestrial infras-
tructure, which requires an extensive ground construction plan. This is particularly helpful
in setting up temporary services. Moreover, one fault on the terrestrial communication link
can put the entire link out of service, which is not the case with satellite networks.

5. Uniform service characteristics. Satellites provide a more or less uniform service within
their coverage area, better known as a ‘footprint’. This overcomes some of the problems
related to the fragmentation of service that result from connecting network segments from
various terrestrial telecommunication operators.
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6. Immunity to natural disaster. Satellites are more immune to natural disaster such as floods,
earthquakes, storms, etc., as compared to Earth-based terrestrial networks.

7. Independence from terrestrial infrastructure. Satellites can render services directly to
the users, without requiring a terrestrial interface. Direct-to-home television services, mo-
bile satellite services and certain configurations of VSAT networks are examples of such
services. In general, C band satellites usually require terrestrial interfaces, whereas Ku and
Ka band systems need little or no terrestrial links.

8. Cost aspects – low cost per added site and distance insensitive costs. Satellites do
not require a complex infrastructure at the ground level; hence the cost of constructing
a receiving station is quite modest – more so in case of DTH and mobile receivers. Also, the
cost of satellite services is independent of the length of the transmission route, unlike the
terrestrial networks where the cost of building and maintaining a communication facility is
directly proportional to the distances involved.

Hence, by virtue of their broadcast nature coupled with uniform services offered within the
coverage area and easy installation of ground stations, satellites remain the most flexible
means for providing links between all points on the globe with a minimum of terrestrial
facilities.

9.5.2 Disadvantages of Satellites with Respect to Terrestrial Networks

For certain applications, satellites are at disadvantage with respect to terrestrial networks:

1. Transmission delay. Transmission delays of the order of a quarter of a second are in-
volved in transmission of signals from one Earth station to another via a geostationary
satellite. It may be mentioned here that for satellite-based data communication services,
the data communication protocols that require acknowledgement feedback further add to
the delay. Hence, GEO satellites are not suited for certain applications like interactive
media, which require small transmission delays. Large transmission delays also have an
adverse impact on the quality of voice communication and data transmission at high data
rates.

2. Echo effects. The echo effect, in which the speaker hears his or her own voice, is more
predominant in satellite-based telephone networks as compared to terrestrial networks.
This is due to larger transmission delays involved in the case of satellites. However, with
the development of new echo suppressors, satisfactory link quality has been provided in the
case of single-hop GEO satellite networks. However, for double-hop GEO networks, the
problem of echo still exists.

3. Launch cost of a satellite. Although the cost of a satellite ground station is less than that
of terrestrial networks and the cost of satellite services are independent of the distances
involved, the cost of launching a satellite is huge.

To conclude, although satellites have an edge over terrestrial networks in terms of quality,
connectivity and reliability of services offered, the problem they face is that the terrestrial net-
works already exist and transferring the service over to a satellite network becomes a complex
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and difficult task. Moreover, due to improvements in the terrestrial network technology, satel-
lites are facing tough competition from terrestrial networks. In fact, satellites correspond to only
a small part of communications as a whole, around 2 %. Current trends in the field of telecom-
munication favour space systems that complement terrestrial networks rather than maintaining
their independence from them.

9.6 Satellite Telephony

Satellites provide both long distance point-to-point trunk telephony services as well as mo-
bile telephony services, either to complement or to bypass terrestrial networks. Potential users
of these services include international business travellers and people living in remote areas.
Satellite telephones either allow the users to access the regular terrestrial telephone network or
place the call through a satellite link. Satellite telephony networks employ point-to-point du-
plex satellite links enabling simultaneous communication in both the directions. Single GEO
satellites or a constellation of LEO, MEO and GEO satellites are used for providing tele-
phony services. Telephone satellite links generally employ circuit-switched systems offering
a constant bit rate services, but only for the limited duration of the call. However, sometimes
dedicated or preassigned bandwidth services are used, in which the communication is main-
tained continuously for an extended period of time, for heavy telephone trucking applications.
Some of the major satellite systems offering voice services are Intelsat, Eutelsat, Inmarsat,
Globalstar, Iridium, ICO, Ellipso and Odyssey systems.

Figure 9.3 shows a variety of satellite point-to-point telephone networks having either single-
user or shared multiuser Earth stations. Various steps in making a call through a satellite network

Figure 9.3 Satellite point-to-point telephone networks (PBX, private branch exchange; PSTN, public
switched telephone network)
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are outlined below. This is just a conceptual explanation, the actual procedure is much more
complicated:

1. The user lifts the receiver when he or she wants to make a call. This sends a request to the
local Earth station, which in turn sends a service request to the master station.

2. If the master station is able to provide the satellite capacity, it sends a confirmation signal
to the local Earth station, resulting in a dial tone in the telephone instrument.

3. The user then dials the destination number, which is transferred to the control station,
which determines the destination Earth station and signals it that a connection needs to be
established.

4. The destination Earth station then signals the called party of the incoming call by ringing
that telephone instrument.

5. The satellite capacity is allocated to the connection and the telephone link is established
once the called party lifts the handset.

6. Once the conversation is over, the calling party hangs up the receiver, hence indicating to
the local Earth station to terminate the call.

In the case of a telephony network using satellite constellation, the call may involve connection
through multiple satellites and cross-links.

9.6.1 Point-to-Point Trunk Telephone Networks

One of the traditional applications of satellites includes long distance, especially interconti-
nental trunk telephony services, also referred to as thin-route satellite telephony services. Thin
route services are used in those regions where installation of terrestrial networks is not feasible
either due to low density of population or because of difficult geographical terrain. These ser-
vices are particularly useful for establishing connections between the company’s headquarters
and its remote offices, through gateway Earth stations.

Trunk telephony services come under the domain of fixed satellite services (FSS), mainly
utilizing C and Ku bands. Generally, GEO satellites are utilized for providing these services.
Intelast, Europestar, Eutelsat, PamAmSat are examples of some of the satellites used for the
purpose. Although, route telephony services provide reliable and secure communication, but
with the expansion of new technologies like fibre optics they are becoming less and less popular.

9.6.2 Mobile Satellite Telephony

One of the important services provided by mobile satellite services (MSS) is the interactive
voice communication to mobile users. This service is referred to as mobile satellite telephony.
The satellite phones target two specific markets. The first is that of international business users
requiring global mobile coverage. Satellites provide them with truly global mobile services
with a single mobile phone, which is impossible with terrestrial systems due to the difference
in cellular mobile phone standards from region to region. The second market is the unserved
regions where the basic telecommunication services are not present.

A glance at the history of mobile satellite services tells us that the first mobile service
experiment began in the year 1977 using NASA’s satellite ATS-6. Year 1982 saw the launch
of the first civilian mobile satellite, Inmarsat. Since then, there has been a steady and gradual
growth in the field of MSS until the early 1990s, after which many new MSS services were
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launched, mainly to provide mobile satellite telephony services. The third quarter of the decade
saw the business failure of many MSS operators, but now again there is a spurt in the aggregate
worldwide demand for satellite telephones. MSS satellites launched in the periods 1980–1990
and 1990–1998 were GEO satellites, categorized as Generation-I and Generation-II satellites
respectively, mainly providing telephony services to relatively large mobile terminals. Third
generation mobile satellites, comprising constellations of LEO, MEO, HEO and GEO satellites,
provide voice and multimedia services to mobile and hand-held terminals. Moreover, these third
generation mobile satellite services have entered the realm of personal communications and
are also referred to as global mobile personal communication services (GMPCS).

GMPCS is a personal communication system providing transnational, regional or global
two-way voice, fax, messaging, data and broadband multimedia services from a constellation
of satellites accessible with small and easily transportable terminals. There are several
different types of GMPCS systems: GEO systems, small LEO systems, big LEO systems,
MEO systems, HEO systems and broadband GMPCS systems. Except for small LEO satellite
systems, which offer only messaging services, all the other systems provide mobile satellite
telephony services. Moreover, all these systems operate in the L and S bands allocated for
mobile services, except for the broadband GMPCS systems which operate in the Ku band,
where MSS services have been allocated a secondary status. Table 9.1 enumerates the features
of these various GMPCS systems.

Table 9.1 Features of the various GMPCS systems

Types of GMPCS Services offered Frequency Terrestrial Examples
range counterpart

Little LEO (data only
GMPCS)

Data services like
messaging in the
store-and-forward
mode

Below 1 GHz Messaging services
like paging and
mobile data
services

Orbcomm

Big LEO including
LEO, HEO and
MEO satellites
(narrowband
GMPCS)

Real time voice
and data services

1–3 GHz Cellular telephone Iridium, Globalstar
(LEO orbit), ICO
constellation
(MEO orbit) and
Ellipso
constellation
(HEO orbit)

GEO
(narrowband/
broadband MSS)

Both store-and-
forward and real
time voice, data
and video services

1.5–1.6 GHz
and around
2 GHz

Cellular ISDN Inmarsat, ACeS
(Asia cellular
satellite), APMT
(Asia-Pacific
mobile telecom-
munications),
ASC and
Thuraya satellite
systems

Boadband GMPCS
(broadband FSS)

Real time
multimedia
including voice
and data

Above
10 GHz

Fibre optics Sky Bridge
Teledesic
constellation
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9.7 Satellite Television

Satellite television is the most widely used and talked about application area of communication
satellites. In fact, it accounts for about 75 % of the satellite market for communication services.
Satellite television basically refers to the use of satellites for relaying TV programmes from
a central broadcasting centre to a large geographical area. Satellites, by their very nature of
covering a large geographical area, are perfectly suited for TV broadcasting applications. As
an example, satellites like GE and Galaxy in the US, Astra and Hot Bird in Europe, INSAT
in India and JCSAT (Japanese communications satellite) and Superbird in Japan are used for
TV broadcasting applications. The five Hot Bird satellites provide 900 TV channels and 560
radio stations to 24 million users in Europe. Other means of television broadcasting include
terrestrial TV broadcasting and cable TV services. Satellites can provide TV transmission
services either directly to the users or in conjunction with the cable and terrestrial broadcasting
networks. This will be explained in detail in the paragraphs to follow.

9.7.1 A Typical Satellite TV Network

Satellite television employs GEO satellites acting as point-to-multipoint repeaters receiving
a certain telecast from the transmission broadcasting centre and retransmitting the same after
frequency translation to the cable TV operators, home dishes, etc., lying within the footprint of
the satellite. Satellites can provide TV programmes either directly to the users (direct-to-home
television) or indirectly with the help of cable networks or terrestrial broadcasting networks,
where the satellite feeds the signal to a central operator who in turn transmits the programmes
to the users either using cable networks or through terrestrial broadcasting. A typical satellite
TV network, like any other satellite network, can be divided into two sections: the uplink
section and the downlink section.

Figure 9.4 Uplink section of satellite TV networks
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The uplink section (Figure 9.4) comprises three main components: the programming source,
the broadcasting centre and the main broadcasting satellite. The programming source comprises
TV channel networks, cable TV programmers, etc., that provide various TV programming
signals, like TV channels, sports coverage, news coverage or local recorded TV programmes, to
the broadcasting centre either through terrestrial means, like using the line-of-sight microwave
communication and the fibre optic cable, or using satellites referred to as back-haul satellites.
As an example, for one-time events like various news events, a vehicle-mounted Earth station
generally operating in the Ku band is driven to the site and then the programmes are transmitted
to the main broadcast centre using a back-haul satellite on a point-to-point connectivity basis
[known as satellite news gathering (SNG)]. In the case of a live telecast of certain events like
sports, the signals picked up by the cameras are transmitted to the main broadcasting centre
either with the help of a microwave link, a fibre optic link or a point-to-point backhaul satellite
link. The broadcasting centre is the hub of the satellite TV system and it processes and beams
the signal to the main broadcasting satellite. It also adds commentary or advertisements to the
signals from the various programming sources. Generally, the signals are transmitted using
analogue techniques in the C band or using a digital format employing various compression
techniques in the Ku band. The signals are also generally encrypted before transmission to
prevent unauthorized viewing.

The satellite downlink comprises the main broadcasting satellite and the TV receiving net-
work. In fact, the main broadcasting satellite is common in both the uplink and the downlink
sections. The receiver network in the case of satellites distributing programmes to the terrestrial
broadcast network comprise various terrestrial broadcasting centres that receive the satellite
signal and transmit them to the users in the VHF and the UHF bands using terrestrial broadcast-
ing. The user end has directional yagi antennas to pick up these signals. In the case of satellite
distributing programmes to a cable operator, the downlink section comprises the cable–TV
head ends and the cable distribution network. For DTH services, receive-only satellite dishes
are mounted at the user’s premises to receive the TV programmes directly from the satellite.

9.7.2 Satellite–Cable Television

As mentioned earlier, cable TV refers to the use of coaxial and fibre optic cables to connect
each house through a point-to-multipoint distribution network to the head end distribution
station. Cable TV, originally referred to as CATV (community antenna television) stood for
a single head end serving a particular community, like various houses in a large building.
The present day cable TV system is more complex and involves a larger distribution area.
The head ends receive programming channels from either a local broadcasting link or through
satellites. The use of satellites to carry the programming channels to the cable systems head
ends is referred to as satellite–cable television (Figure 9.5). The head end in this case consists
of various receive-only Earth stations with the capability of receiving telecast from two to
six satellites. These Earth stations either have multiple receiving antennas or, a single dish
antenna with multiple feeds, with each feed so aligned as to receive telecast from a different
satellite.

The transmission from the satellite is either in the analogue format (mainly in the C band)
or in the digital format (mainly in the Ku band). In analogue format of transmission, each
receiver is tuned to a different transponder channel and the signals from various receivers are
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Figure 9.5 Satellite cable television

multiplexed for transmission to the users. The channels received in the digital format can be
transmitted either digitally or in the analogue form as mentioned above. This processed digital
or analogue information is then transmitted over a typical cable distribution network to a large
number of houses known as subscribers, who pay a monthly fee for the service. The cable
operators scramble their programmes to prevent unauthorized viewing. The receiving end then
consists of a set top box to descramble and retrieve the original signal. The cable TV operators
also transmit the videotaped recorded programmes from other sources in addition to showing
programmes received from the satellites.

9.7.3 Satellite–Local Broadcast TV Network

It is the same as the satellite–cable TV network except for the fact that here the satellite
distributes programming to local terrestrial broadcasting stations instead of distributing it to
the cable head end stations. The broadcasting stations use powerful antennas to transmit the
received signals to various users within the line-of-sight (50–150 km) using UHF and VHF
microwave bands. The users receive these TV signals using directional antennas like yagi
antennas, reflector antennas or dipole antennas. A typical satellite–local broadcast network
is shown in Figure 9.6. Sometimes, a combination of both the satellite-cable TV and the
satellite-local broadcast TV networks is used for distributing TV programmes to the users. As
an example, one of the possible configurations is where the satellite sends the signals to the
local broadcasting stations, which in turn broadcast them to the cable operators.
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Figure 9.6 Typical satellite local-broadcast TV network

9.7.4 Direct-to-Home Satellite Television

Direct-to-home (DTH) satellite television refers to the direct reception of satellite TV pro-
grammes by the end users from the satellite through their own receiving antennas (Figure 9.7).

Figure 9.7 Direct-to-home satellite television
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DTH services can be broadly classified into two types, namely the television receive-only
(TVRO) and the direct broadcasting satellite (DBS) services, depending upon the frequency
band utilized and the size of the receiving antennas. TVRO systems operate in the C band
whereas the DBS systems operate in the Ku band. In the present context, when DTH systems
are mentioned, more often than not it refers to the DBS systems only.

9.7.4.1 Television Receive-Only (TVRO) Services

TVRO systems employ large dishes (6 to 18 feet across) placed in the user’s premises for
the reception of analogue signals from the satellite operating in the C band. The antenna size
is larger in this case as compared to DBS systems as the wavelength at C band frequencies
is larger than at the Ku band frequencies. In addition, international and domestic regulations
limit C band power because of the possibilities of RF interference between the satellite and
the microwave links operating in the C band. Generally, each C band transponder provides one
analogue TV channel, and hence a satellite with 16 such transponders will be able to support
only 16 TV channels. Hence, for complete channel coverage, the TVRO receiver antenna must
have a steerable dish. These systems are made user friendly by using microprocessor control,
allowing the viewer to select the desired channel with a remote control unit. The antenna
then moves automatically using electronic control methods to point to the desired satellite.
TVROs are based on open standard equipment and provide the largest variety of TV programs,
including cable TV programs, foreign stations, free programming channels and live unedited
feeds between broadcasting stations like news, sports, etc.

A look into the development of DTH services suggests that TVROs were the original form of
DTH satellite TV reception. The concept of using dishes at the user’s premises to view satellite
television directly started in early 1980s, when people in the USA started putting dishes in
their backyards for direct satellite reception. TVROs reached their peak around the year 1994
and have slowly given way to direct broadcasting satellite (DBS) services. However, TVRO
systems still exist and are being updated to receive digitally scrambled programming channels
from Ku band satellites.

9.7.4.2 Direct Broadcasting Satellite (DBS) Services

The DBS service is relatively a recent development in the world of television distribution.
The first DBS service, Sky Television, was launched in the year 1989. The DBS service
uses high powered Ku band satellites that send digitally compressed television and audio
signals to relatively small (45–60 cm across) fixed satellite dishes. DBS satellites transmit
signals to Earth in the BSS segment of the Ku band (between 12.2 and 12.7 GHz), making use
of MPEG-2 (Moving Picture Experts Group) digital compression techniques. The channel
capacity per transponder is five to twelve channels depending upon the data rate and the
compression parameters, and hence they can provide about 200 channels from one satellite.
Hence, the dishes for DBS services need not be steerable. Figure 9.8 (a) shows the pictorial
representation of a typical DBS receiver set-up. The receiver [Figure 9.8 (b)] basically consists
of a descrambler that descrambles the digital signals received by the antenna and a converter
module that converts the digitally compressed bit stream into analogue TV channels. Then
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Figure 9.8 (a) DBS receiver set-up (b) Block diagram of a DBS receiver

depending upon the channel the user has chosen, that particular channel is split out and sent
to the TV screen. Hence one cannot have two television sets viewing different programmes
from the same receiver, as in the case of cable TV. They also provide a fully interactive TV
guide and automatically feed the billing information to the local computer of the service
provider.

DBS systems are completely closed systems that employ some form of encryption tech-
niques, hence enabling only conditional access by authorized users. This also implies that
there are no free channels available on DBS systems. Some of the DBS service providers in-
clude DirecTV, Echostar, PrimeStar of the USA, TataSky and DishTV of India and Star Choice
of Canada. The FCC has allocated eight orbital slots at 61.5◦, 101◦, 110◦, 148◦, 157◦, 166◦
and 175◦ west longitude GEO locations for DBS systems. TVRO systems have better picture
quality than DBS or digital cable systems, which tend to use larger amounts of digital signal
compression. However, DBS systems are easy to install and are cheaper as compared to TVRO
systems.

9.7.4.3 Newer Satellite TV Services

Digital DBS TV offers users with a lot of services like HDTV (high definition television), which
is a high resolution digital TV service, interactive programme watching in which the user can
interact with the programme and create his or her own programme, do interactive shopping
by tuning in to the shopping channel and choosing what to buy and order it, personal video
recording in which the user can record the programme and play it later. Other services offered
include video-on-demand, in which the viewer can view at any moment the programme of his
choice, near video-on-demand, in which the viewer can view the programme of his choice at
a latter scheduled time, pay TV in which the viewer is charged according to the programmes
he views. Another important service offered is a high speed Internet connection through the
satellite TV link.
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9.8 Satellite Radio

A satellite providing high fidelity audio broadcast services to the broadcast radio stations is
referred to as a satellite radio and is a major revolution in the field of radio systems. Sound
quality is excellent in this case due to a wide audio bandwidth of 5–15 kHz and low noise
provided over the satellite link. Satellite radio like the satellite TV employ GEO satellites and
the network arrangement for the satellite radio is more or less identical to that used for TV
broadcasting. Using point-to-multipoint connectivity, the audio signals from various music
channels, news and sports centres are transmitted by the satellite to a conventional AM or FM
radio station. The signal is then de-multiplexed and the local commercials and other information
is added here in the same way as in a TV network and then sent to the users using terrestrial
broadcasting topology. The satellite can also transmit the signal directly to the user’s radio
sets. Some of the major providers of satellite radio services include Sirius and XM Radio of
the USA.

9.9 Satellite Data Communication Services

The role of communication satellites is expanding from the traditional telephony and TV broad-
cast services to newer horizons like secured user oriented data communication services. Data
communication via satellites refers to the use of satellites as a communication channel to trans-
mit data between two computers or data processing facilities located at different places. Data
communication services are provided either by GEO satellites or by a constellation of LEO,
MEO or HEO satellites. Some of these satellites are part of the global mobile personal com-
munication system (GMPCS). GEO satellites provide broadcast, multicast and point-to-point
unidirectional or bidirectional data services through special networks called VSAT networks.
GMPCS satellites provide data services like messaging services, pager services, facsimile ser-
vices, etc. Satellites also provide low data rate mobile data communication services allowing the
transmissions of alarm and distress messages and message transmission between the mobile
terminals. Terrestrial networks can also provide data broadcast services, but they do it by
stringing point-to-point links together. Satellites, being inherently broadcast in nature, offer
significant advantages as compared to terrestrial networks.

Mostly when data communication services are discussed, reference is made to unidirec-
tional or bidirectional services provided by GEO satellites through VSAT networks. Hence,
the discussion here will mainly be about the data communication services using VSATs.
Various data services offered by other satellite constellations are explained in brief towards
the end.

9.9.1 Satellite Data Broadcasting

Satellite data broadcasting refers to the use of satellites in point-to-multipoint or multipoint
interactive configurations for the transmission of information in digital form. Large multina-
tional companies or international organizations having offices in remote areas make use of
satellite broadcasting services for data collection and broadcasting, image and voice transfer,
two-way computer interactions and database inquiries between these remote stations and the
main head centre.
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Point-to-multipoint broadcast services refer to unidirectional data transmission from a single
uplink to a large number of remote receiving points within the coverage area of the satellite.
A multipoint interactive network is similar to the point-to-multipoint network except for the
fact that the remote terminals in this case also have the transmitting capability. Hence, these
networks are bidirectional in nature. The broadcast half transmits the bulk information to all
the remote points. These points in turn transmit their individual requests back to the main
broadcasting station. In general, the amount of data transmitted from the central station to
the remote terminals (outbound direction) far exceeds the data transmitted from the remote
terminals to the central station (inbound direction). Hence these networks are asymmetrical in
form, having higher data rates in the outbound direction as compared to the inbound direction.
Interactive data communication is the foundation of most corporate and government networks.
Figures 9.9 (a) and (b) show the configurations of typical point-to-multipoint and multipoint
interactive networks respectively.

Figure 9.9 (a) Typical point-to-multipoint network (b) Typical multipoint interactive network

9.9.2 VSATs (Very Small Aperture Terminals)

VSATs, as mentioned above, stand for very small aperture terminals and are used for provid-
ing one-way or two-way data broadcasting services, point-to-point voice services and one-way
video broadcasting services. VSAT networks are ideal for centralized networks with a cen-
tral host and a number of geographically dispersed terminals. Typical examples are small and
medium businesses with a central office, banking institutions with branches all over the coun-
try, reservation and airline ticketing systems, etc. VSATs offer various advantages, like wide
geographical area coverage, high reliability, low cost, independence from terrestrial commu-
nication infrastructure, flexible network configurations, etc. However, VSATs suffer from a
major problem of delay between transmission and reception of data (around 250 ms) due to
the use of GEO satellites.

9.9.2.1 VSAT Network

The ground segment of a typical VSAT network consists of a high performance hub Earth
station and a large number of low performance terminals, referred to as VSATs. The space
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segment comprises of GEO satellites acting as communication links between the hub station
and the VSAT terminals. A typical VSAT network is shown in Figure 9.10. VSAT networks
using non-GEO satellites are still in their conceptual stage. It may be mentioned here that
VSATs employ a high performance central station so that the various remote stations can be
simpler and smaller in design, thus enabling the VSAT networks to be extremely economical
and flexible.

Figure 9.10 A typical VSAT network

The hub station is usually a large, high performance Earth station comprising an outdoor
antenna (with a diameter of between 6 to 9 metres) for transmission, RF terminals for pro-
viding a wideband uplink of one digital carrier per network, base band equipment comprising
modems, multiplexers and encoders, a control centre for managing the network and various
kinds of interfacing equipment to support a wide variety of terrestrial links. These terrestrial
links connect the hub station to the head office or to the data processing centre, from where
the data has to be broadcasted. In the case of bidirectional networks, the outdoor antenna is
also configured for reception of signals and the RF equipment comprises several narrowband
downlink channels for reception from various remote VSAT terminals. VSAT terminals are
smaller and simpler in design as compared to the hub centre and comprise an outdoor antenna
(0.5 to 2.4 m in diameter), an RF terminal comprising an LNB (low noise block) for reception
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and base band equipment. They also comprise an up-converter and power amplifier for uplink-
ing in the case of bidirectional networks. VSAT networks employ either C band or Ku band
frequencies for transmission and reception. Ku band VSAT networks have smaller antenna
diameters as compared to C band networks.

It may be mentioned here that most VSAT systems operate in the Ku band with the antenna
diameter of the Earth stations being as small as 1 to 2 m. The Earth stations are connected
in star network topology. The next decade is expected to see the growth of VSAT networks
operating in the Ka band. These VSAT networks may operate in direct-to-home configuration
for internet and multimedia applications.

Data transmission through VSATs, as mentioned earlier, is generally asymmetrical in nature
because the amount of outbound data to be transmitted far exceeds the inbound data. Generally,
VSAT networks can transmit at a rate of 64–1024 kbps (64 kbps per remote terminal) in the
outbound direction and 64–256 kbps (1.2 to 16 kbps per remote terminal) in the inbound direc-
tion. Hence, VSAT networks generally support data, video and voice services in the outbound
direction and only data and voice services in the inbound direction. However, some VSAT
networks offer compressed digital video services in the inbound direction also.

9.9.2.2 VSAT Network Topologies

VSAT networks come in various topologies, but the most commonly used topologies are star
topology for both unidirectional and bidirectional networks and mesh topology for bidirectional
networks.

Unidirectional star networks (Figure 9.11) are those in which the information is transmitted
only in one direction from the hub station to the remote terminals. There is no information
transfer from the remote station to the hub station or to other remote stations. The Broadcast

Figure 9.11 Unidirectional star networks
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satellite service (BSS), makes use of this topology. The introduction of digital technology
allows the service provider and the user much greater flexibility in the operation of a broadcast
network. Different subscribers can access different portions of the downlink transmission
meant for them by using proprietary software. This process is referred to as narrowcasting.
Bidirectional star networks allow the transmission of information in both the directions, but
in this case the information cannot be transmitted directly from one VSAT terminal to another
but is routed through the hub station. Figure 9.12 shows part of such a network. It can be seen
from the figure that the information from station A to station B (shown by regular line) has to
first go to the central hub station and from there it is routed to station B. The same holds for
transmission from station B to station A (shown by the dotted line). In the case of mesh VSAT
networks, the remote terminals can transmit data directly to each other without passing though
the hub (Figure 9.13). These networks are particularly appropriate for large corporations where
local facilities need to be in contact with facilities in other regions.

Figure 9.12 Bidirectional star networks

Mesh topology is also more effective if the network is to be mainly used for telephony
or video-teleconferencing applications. In certain networks, the hub is owned by a service
provider and is shared among large number of users. These networks are referred to as shared
hub networks. Each user in these networks is allocated a particular time slot. There are certain
networks referred to as mini-hub networks in which each user has a mini-hub, which is smaller
than the conventional hub. Thus the user has control over his own communication link. Overall
management of the complete network is provided by the service provider who has a super-hub.

Another topology used by the VSAT networks is wherein the high capacity downlink stream
is not complemented by an uplink capability from the user terminal. The user transmits via
the uplink by employing some other communication channel (e.g. telephone line). The VSAT
terminal in this case does not require transmit capability which significantly reduces its size
and complexity.

A VSAT can either use dedicated bandwidth services or dynamic bandwidth allocation
services. Some networks that provide continuous data transfer for critical real time processes
employ dedicated bandwidth services, referred to as PAMA (permanently assigned multiple
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Figure 9.13 Mesh networks

access). Most networks employ dynamic bandwidth allocation services, also refferred to as
demand assigned multiple access (DAMA), using packet-switching techniques in which the
data is broken down into small packets and then transmitted in the form of these packets.
Moreover, VSAT networks generally employ a TDM/TDMA scheme for transmission of data.
Hence, in most VSAT networks, the outbound data is sent nearly continuously in the form of
data packets using the TDM (time division multiplexing) scheme. Each packet contains the
source and the destination address and is transmitted through the common outbound link. At
the receiving end, each VSAT terminal identifies its packet using the destination address. The
inbound data is transmitted from various remote stations using TDMA (time division multiple
access), hence allowing many (10–1000) VSATs to share the same communication link. Each
VSAT terminal transmits data only for a small time interval in either a preassigned inbound
channel slot or in any inbound channel slot, depending on the manufacturer. The main inbound
transmission modes are ALOHA, slotted ALOHA, fixed assignment and dynamic assignment.
Other schemes used for implementing the VSAT networks include SCPC and CDMA. These
schemes have been briefly explained in detail in Chapters 5 and 6.

Non-GEO satellite systems also provide data services like messaging services, pager ser-
vices, internet services, data services in the store-and-forward mode and some real time data
services etc. The non-GEO systems include the little LEO, big LEO and MEO systems. Little
LEO satellite systems offer two-way messaging services (including e-mail and paging) in the
store-and-forward mode, limited internet, facsimile services and remote data services mainly
for emergency situations. Big LEO and MEO systems offer global Internet, fax, real time
data services and even broadband multimedia services. Moreover, VSAT networks using LEO
satellites will be operational in the near future.
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9.10 Important Missions

Various satellite missions are broadly classified into three categories namely, international,
regional and domestic systems, depending on the scope of these missions. As the name suggests,
international systems provide global coverage, regional systems provide services to a particular
region, continent or to a group of countries and national systems provide coverage to a particular
country that owns the satellite. In this section some of these major systems are described in
detail. For information on other systems reference can be made to the compendium provided
at www.wiley.com/go/maini.

9.10.1 International Satellite Systems

The first and most demonstrable need for commercial satellites is to provide international
communication services. Initially all international satellites were GEO satellites but now certain
non-GEO satellite constellations that provide global coverage have come to the market. Some of
the international satellite missions include Intelsat, PamAmSat, Orion, Intersputnik, Inmarsat,
etc., in the category of GEO systems and the Iridium and Globalstar constellations in the non-
GEO category. Intelsat, Inmarsat and the Iridium satellite systems are described in detail in
the following paragraphs.

9.10.1.1 Intelsat Satellite System

Intelsat Limited is the world’s largest commercial satellite communications service provider.
Originally, it was formed as the International Telecommunication Satellite Organization
(INTELSAT) in 1964 to own and manage a constellation of GEO satellites that could pro-
vide international communication services mainly including video, voice and data services to
the telecom, broadcast, government and other communications markets. It was an intergov-
ernmental consortium initially having 11 members. In 2001, it became a private company and
acquired PamAmSat in 2006. Today, it is the world’s largest provider of fixed satellite services,
operating a fleet of more than 50 satellites.

To date, 10 series of Intelsat satellites have been launched with each series offering a signif-
icant upgrade in terms of capability and the quality of services offered over its predecessor. As
an example, Intelsat 1 and 2 employed a single isotropic antenna; Intelsat 3 had a de-spinning
directional antenna so as to maintain an intense beam on the surface of the Earth. Further
innovations were made in Intelast 4 satellites to shape the beam so that it does not cover the
ocean areas. Transponder capacity has also increased with each generation; Intelsat 1 had one
C band transponder whereas Intelsat 4 had 12 C band transponders. Intelsat 5 used 4 Ku band
transponders in addition to the 21 C band transponders. Intelsat 10, the latest series of Intelsat
satellites, has 45 C band and 16 Ku band transponders. Moreover, the services offered have
increased many fold in the last four decades: Intelsat 1 had the capability of handling 240
telephone calls or a single TV channel, Intelsat VIII can handle more than 120 000 telephone
calls or 500 TV channels. In February 2007, Intelsat changed the names of 16 of its satellites
formerly known under the Intelsat Americas and PamAmSat series to Galaxy and Intelsat
series respectively. Table 9.2 enumerates salient features of the various satellites owned by
Intelsat limited.
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Table 9.2 Intelsat satellites
Satellite Transmission Capability Stabilization Location

Intelsat 1 (comprising
of one satellite
Intelsat 1 1)

1 transponder (240 circuits or
one TV channel)

Spin Intelsat 1 1 (332◦E) over
AOR

Intelsat 2 (comprising
of four satellites
Intelsat 2 1, 2 2, 2 3
and 2 4

2 VHF transponders each
(240 two-way telephone
circuits or one two-way TV
channel)

Spin Intelsat 2 1, 2 2 and 2 4 over
the POR, 2 3 over the
AOR

Intelsat 3 (comprising
of 8 satellites Intelsat
3 1, 3 2, 3 3, 3 4, 3 5,
3 6, 3 7, 3 8

1500 voice or 4 TV channels Spin Intelsat 3 2, 3 6, 3 7 over
the AOR, 3 3 over the
IOR, 3 4 over the POR.
Intelsat 3 1, 3 5 and 3 8
were launch failures

Intelsat 4 (comprising
of 8 satellites Intelsat
4 1, 4 2, 4 3, 4 4, 4 5,
4 6, 4 7 and 4 8

12 C band transponders each
(4000 voice circuits or 2
TV channels each)

Spin Intelsat 4 1 initially over
IOR then moved to AOR,
Intelsat 4 2, 4 3 and 4 7
over AOR, Intelsat 4 4
and 4 8 over POR and
Intelsat 4 5 over IOR

Intelsat 4A (comprising
of 6 satellites Intelsat
4A 1, 4A 2, 4A 3,
4A 4, 4A 5 and 4A 6

20 C band transponders each
(7250 voice or 2 TV
channels each )

Spin Intelsat 4A 1, 4A 2 and 4A
4 over the AOR, Intelsat
4A 3 over the IOR

Intelsat 5 (comprising
of 9 satellites Intelsat
501, 502, 503, 504,
505, 506, 507, 508
and 509

21 C band and 4 Ku band
transponders each (12000
voice + 2 TV channels)

3-axis Intelsat 501 first over AOR
then POR, 502, 506 over
AOR, 503 over AOR then
POR, 504, 505, 507, 508
over IOR

Intelsat 5A (comprising
of 6 satellites Intelsat
510, 511, 512, 513,
514 and 515)

26 C band and 6 Ku band
transponders each (15000
voice + 2 TV channels)

3-axis Intelsat 510 over POR,
Intelsat 511, 515 over
IOR and Intelsat 512 and
513 over AOR

Intelsat 6 (comprising
of 5 satellites Intelsat
601, 602, 603, 604,
605 and 606)

38 C band and 10 Ku band
transponders each (120000
two-way telephone calls +
three television channels
each)

Spin Intelsat 602 (178◦E) and
605 (174◦E) over POR,
604 (60◦E) and 601
(47.5◦E) over IOR, 603
(340◦E) over AOR

Intelsat 7 (comprising
of 6 satellites Intelsat
701, 702, 703, 704,
705 and 709)

26 C band and 10 Ku band
transponders each (18000
telephone calls and 3 color
TV broadcasts
simultaneously or up to
90000 telephone circuits
using digital circuit
multiplication equipment
(DCME))

3-axis Intelsat 701 (180◦E) over
POR, 702 (55◦E), 703
(57◦E), 704 (66◦E) and
706 (52◦E) over IOR, 705
(310◦E) over AOR, 709
(85◦E) over APR

(continued)
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Table 9.2 (Continued)

Satellite Transmission Capability Stabilization Location

Intelsat 7A (comprising
of 3 satellites 706,
707 and 708)

26 C band transponders and
14 Ku band transponders
each (22500 telephone calls
and 3 color TV broadcasts
simultaneously or up to
112500 telephone circuits
using DCME)

3-axis Intelsat 706 (50◦E) over
IOR, 707 (307◦E) and
708 (310◦E) over AOR

Intelsat 8 (comprising
of 4 satellites Intelsat
801, 802, 803 and
804)

38 C band transponders and 6
Ku band transponders each
(22000 telephone calls and
3 color TV broadcasts
simultaneously or up to
112500 telephone circuits
using DCME)

3-axis Intelsat 801 (328.5◦E), 803
(310◦E) over AOR, 802
(33◦E) over IOR and 804
(64◦E) over IOR

Intelsat 8A (comprising
of 2 satellites Intelsat
805 and 806)

28 C band transponders and 3
Ku band transponders each

3-axis Intelsat 805 (304.5◦E), 806
(319.5◦E) over AOR

Intelsat 9 (comprising
of 7 satellites Intelsat
901, 902, 903, 904,
905, 906 and 907)

44 C band transponders and
12 Ku band transponders
each

3-axis Intelsat 901 (342◦E), 903
(325.5◦E), 905 (335.5◦E)
and 907 (332.5◦E) over
AOR, Intelsat 902
(62◦E), 904 (60◦E) and
906 (64◦E) over IOR

Intelsat 10 (currently
comprising of 1
operational satellite
Intelsat 10-02)

45 C band and 16 Ku band
transponders

3-axis Intelsat 10-02 (359◦E) over
AOR

Intelsat 1R (former PAS
1R)

36 C band and 36 Ku band
transponders

3-axis 315◦E over AOR

Intelsat 2 (former PAS
2)

20 C band and 20 Ku band
transponders

3-axis 169◦E over POR

Intelsat 3R (former PAS
3R)

20 C band and 20 Ku band
transponders

3-axis 317◦E over AOR

Intelsat 4 (former PAS
4)

20 C band and 30 Ku band
transponders

3-axis 72◦E over APR

Intelsat 7 (former PAS
7)

14 C band and 30 Ku band
transponders

3-axis 68.5◦E over IOR

Intelsat 8 (former PAS
8)

24 C band and 24 Ku band
transponders

3-axis 166◦E over POR

Intelsat 9 (former PAS
9)

24 C band and 24 Ku band
transponders

3-axis 302◦E over AOR

Intelsat 10 (former PAS
10)

24 C band and 24 Ku band
transponders

3-axis 68.5◦E over IOR

Insalsat 11 (former PAS
11)

16 C band and 18 Ku band
transponders

3-axis 317◦E over AOR
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Table 9.2 (Continued)

Satellite Transmission Capability Stabilization Location

Intelsat 12 (former PAS
12)

30 Ku band transponders 3-axis 45◦E over IOR

Galaxy 3C 24 C band and 53 Ku band
transponders

3-axis 95◦W over AOR

Galaxy 11 24 C band and 40 Ku band
transponders

3-axis 33◦W over IOR

Galaxy 14 20-24 C band transponders 3-axis 125◦W over AOR
Galaxy 15 20-24 C band and one L band

transponders
3-axis 133◦W over AOR

Galaxy 16 24 C band and 24 Ku band
transponders

3-axis 99◦W over AOR

Galaxy 17 24 C band and 24 Ku band
transponders

3-axis 91◦W over AOR

Galaxy 18 24 C band and 24 Ku band
transponders

3-axis 123◦W over AOR

Galaxy 19 24 C band and 28 Ku band
transponders

3-axis 97◦W over AOR

Galaxy 23 24 C band, 32 Ku band and 2
Ka band transponders

3-axis 121◦W over AOR

Galaxy 25 24 C band and 28 Ku band
transponders

3-axis 93◦W over AOR

Galaxy 26 24 C band and 28 Ku band
transponders

3-axis 93◦W over AOR

Galaxy 27 24 C band and 24 Ku band
transponders

3-axis 129◦W over AOR

Galaxy 28 22 C band, 36 Ku band and
24 Ka band transponders

3-axis 89◦W over AOR

Horizons 1 24 C band and 24 Ku band
transponders

3-axis 127◦W over AOR

Horizons 2 20 Ku band transponders 3-axis 74◦W over AOR

These satellites basically serve four regions including the Atlantic Ocean Region (AOR) –
covering North America, Central America, South America, India, Africa and western portions
of Europe; the Indian Ocean Region (IOR) – covering Eastern Europe, Africa, India, South East
Asia, Japan and Western Australia; the Asia Pacific Region (APR) – covering Eastern Europe,
the former USSR and all the regions from India to Japan and Australia; and the Pacific Ocean
Region (POR) – covering Southeast Asia to Australia, the Pacific and the western regions of
America and Canada. These coverage regions overlap with each other providing truly global
services covering almost every country.

9.10.1.2 Inmarsat Satellite System

INMARSAT, an acronym for the International Maritime Satellite Organization, is an inter-
national organization, currently having 85 member countries that control satellite systems in
order to provide global mobile communication services. It was established in the year 1979 to
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serve the maritime industry by providing satellite communication services for ship manage-
ment, distress and safety applications, but now the horizon of its applications has expanded
from providing maritime services to providing land, mobile and aeronautical communication
services. INMARSAT operates a global satellite system that is used by independent service
providers to offer a range of voice and multimedia communication services for customers on
the move and in remote locations. They serve customers from diverse markets including mer-
chant shipping, fisheries, airlines and corporate jets, land transport, oil and gas sector, news
media and businessmen whose executives travel beyond the reach of conventional terrestrial
communication boundaries. Currently, more than 125 000 Inmarsat mobile terminals are in use.

INMARSAT began its operation in the year 1982 by leasing capacity from the MARISAT,
MARECS and the INTELSAT satellites. This formed the first generation of INMARSAT
satellites. The first generation of INMARSAT satellites was phased out in the year 1991. The
second generation was comprised of four satellites (INMARSAT 2F1, 2F2, 2F3 and 2F4). The
third generation of INMARSAT satellites comprises five satellites (INMARSAT 3F1, 3F2,
3F3, 3F4 and 3F5) and the fourth generation comprises of three satellites (INMARSAT 4F1,
4F2 and 4F3). INMARSAT has made an agreement with the European Space Agency (ESA) for
development of Alphasat satellite, which will complement the fourth generation INMARSAT
satellites.

The Inmarsat satellite system comprises:

1. Space segment: It consists of a constellation of four prime GEO satellites strategically
placed at one of the four ocean regions to provide a global coverage [Figure 9.14 (a)]. Two
satellites are placed over the Atlantic Ocean Regions East and West (AORE 15.5◦ W and
AORW 55.5◦ W respectively), one over the Indian Ocean Region (IOR 64.5◦ E) and one
over the Pacific Ocean Region (POR 180◦ E). There is an overlap between the footprints
of each of the satellites. Hence, in many parts of the world the services are provided by
two Inmarsat satellites [Figure 9.14 (b)]. Each of these four satellites is backed up by spare

Figure 9.14 (a) Space segment of the Inmarsat satellite system. (b) World coverage provided by In-
marsat satellites [Reproduced by permission of © INMARSAT (satellite coverage areas might vary and
INMARSAT cannot guarantee satellite network access near or at the edge of the coverage foot-print)]
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operational satellites so that the services are not blocked due to failure of the operational
satellites.

2. Ground segment: It comprises a large number of fixed Earth stations (gateways) and
mobile Earth stations (MES). Gateways, referred to as land Earth stations (LES) or coastal
Earth stations (CES) by the maritime community and as ground Earth stations (GES) by
the aeronautical community, serve as interfaces to the terrestrial public switched networks.
The ground segment also comprises an Inmarsat network control centre (NCC) and three
satellite control centers (SCC). The NCC located in the UK, monitors and controls the
complete network of LES, MES and the satellites. SCC are responsible for the physical
management of Inmarsat satellites.

3. Subscriber units: These include the satphones, facsimile, telex and data terminals.

Figure 9.15 shows a typical communication network using Inmarsat satellites. The calls can
be made between two mobile users and between mobile users and terrestrial phones. Standard
Inmarsat satphones and telex terminals are available to make and receive calls using the In-
marsat satellite network. All the calls to the terrestrial phones are routed via the satellite to the
gateways from where they are sent directly to the terrestrial public-switched networks. Satellite
gateway links, known as feeder links, employ a 6 GHz band in the uplink direction and a 4 GHz
band in the downlink direction. The mobile links use 1.6 GHz /1.5 GHz in the uplink/downlink
directions. Inmarsat satellites provide various services, namely Inmarsat-A, B, C, D, D+, E,
M, mini-M, GAN, R-BGAN and Aero services, with each service targeted towards a particular
niche market. Table 9.3 enumerates salient features of these services. It may be mentioned here
that INMARSAT has withdrawn the Inmarsat-A, E and R-BGAN services.

Figure 9.15 Typical communication network using Inmarsat satellites
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Table 9.3 Services offered by the Inmarsat satellites

Service Year of Communication Capability Applications
Introduction

INMARSAT
A

1982 Analogue telephony, data and
compressed video through
desktop PC type terminals

Land and maritime commercial,
social and safety related
applications

INMARSAT
B

1993 Digital telephony, fax, data and
full video through briefcase
type terminals

Land and maritime commercial,
social and safety related
applications with better services
than INMARSAT A

INMARSAT
C

1990 Low bit rate store and forward
data communication through
briefcase sized terminals

International e-mail services,
database access and global telex
services

INMARSAT
D & D+

1996-97 Low bit rate two way data
communication using personal
CD player sized terminals

Data broadcast e.g. financial data,
vehicle tracking, personal
messaging

INMARSAT
M

1993 World’s first personal, portable
mobile satellite system
providing digital telephony and
data services using briefcase
sized terminals

Remote and rural fixed
communications, mobile
communications e.g. business
travelers, police and emergency
services

INMARSAT
mini-M

1996 INMARSAT’s most popular
service employing the smallest,
lightest and the cheapest
terminals to provide digital
voice and data services

Used by journalists, workers,
business people, emergency
services, rural telephony

INMARSAT
Aero C

1992 Same services as INMARSAT C
to aircraft

Messaging services to corporate
aircraft

INMARSAT
Aero-L

1990 Real time duplex digital
telephone, fax and data services
to aircraft

Real-time flight and passenger
related communication e.g.
engine monitoring

INMARSAT
Aero-H

1990 Telephone, data and fax services
to passenger air cabs and
cockpits

Medium bit rate real time voice,
data and fax communication

INMARSAT
Aero-I

1998 Telephone, data and fax services
to short and medium-haul
aircraft

Passenger voice telephone,
facsimile, cockpit voice and data,
air traffic control, secure voice
access to major air traffic control
centers

INMARSAT
E

1982 Provides global maritime distress
alerting services

Distress and safety-GMDSS
compliant

Fleet 2003 Voice, data, ISDN Ocean-going and coastal vessels
Swift 64 Voice, fax, ISDN and MPDS Private, business and commercial

aircraft
R-BGAN 2002 “Always-on” IP-data service Land-mobile market
BGAN 2004 internet and intranet solutions,

video on demand,
video-conferencing, fax,
e-mail, telephone and
high-speed LAN access

Land-mobile market
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9.10.1.3 Iridium Satellite Constellation

The Iridium network is a global mobile communication system designed to offer voice com-
munication services to pocket-sized telephones and data, fax and paging services to portable
terminals, independent of the user’s location in the world and of the availability of traditional
telecommunications networks. Iridium is expected to provide a cellular-like service in areas
where a terrestrial cellular service is unavailable or where the public switched telephone net-
work (PSTN) is not well developed. It has revolutionized communication services for business
professionals, travellers, residents of rural or undeveloped areas, disaster relief teams and others
to whom it provides global communication services using a single mobile. The Iridium network
can support 172 000 simultaneous users, providing each of them with 2.4 kbps fully duplex
channels. The Iridium satellite system comprises the following three principal segments:

1. Space segment
2. Ground segment
3. Iridium subscriber products

The space segment comprises 66 active communication satellites and 14 spare back-up
satellites revolving around Earth, in six LEO orbital planes having 11 satellites each, at an
altitude of 780 km. The system was originally supposed to have 77 active satellites (hence the
name Iridium, as the element iridium has an atomic number of 77). Each satellite is cross-linked
with four other satellites, providing flexibility and independence from the terrestrial networks.

The ground segment comprises gateways and a system control segment. Gateways are large
fixed Earth stations connected to fixed and mobile terrestrial networks providing an interface
between the terrestrial network and the satellites. Terrestrial users access the Iridium satellites
through these gateways. They also verify the user account, record call duration and user location
for billing purposes. The control segment comprises a ground station that performs TT&C
functions, data routing and frequency planning operations.

Iridium subscriber products include phones and pagers that allow users to have access to
either the compatible cellular telephone network or the Iridium network.

Figure 9.16 shows a typical communication set-up of the Iridium satellite constellation. As
mentioned earlier, the Iridium network allows the users to have global mobile services using a
single subscription number. To accomplish this, each user is associated with a gateway called
the ‘home gateway’, which maintains a record of its profile and location and looks after its
services. Each user also has links with two satellites at a time. As the satellite moves out of the
range of the user, the link from the user to the satellite is handed off from the satellite, leaving
the user’s area to the one entering the area.

The call from the user is picked up by the satellite and it authenticates the subscriber’s ac-
count through the nearest land-based gateway. If the user is out of the home gateway region, the
gateway will recognize that it is a visiting subscriber and sends information to its home gateway
through intersatellite links (ISLs) to view the subscriber’s profile and takes permission for mak-
ing the call. The user-to-satellite service uplink and downlink operate in the same frequency
ranges of 1.616 to 1.6265 GHz in the L band. In order to ensure that there is no interference
between the uplink and the downlink signals, uplinking and downlinking are not done simul-
taneously. In order to make efficient use of the limited spectrum, the Iridium system employs
a combination of FDMA and TDMA signal multiplexing. The satellite–gateway links, called
the feeder links, employ 27.5–30 GHz in the Ka band for uplink signals and 18.8–20.2 GHz
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Figure 9.16 Typical communication set-up of the Iridium satellite constellation

in the Ka band for downlink signals. If the destination phone is part of the PSTN, the call is
routed from the original satellite to the nearest gateway for transmission through the terrestrial
network. If the call is for another Iridium user, it is routed to the neighboring satellite and so
on through ISLs until it reaches the called user’s home gateway, which determines the user’s
location. Depending upon the location of the user, whether he or she is within the home gate-
way region or in the visiting gateway region, the call is routed to the satellite directly above
the user through the home gateway or the visiting gateway. A point to be noted here is that the
call set-up information travels through the gateways and the voice information can completely
travel over the Iridium ISLs. ISL links employ frequencies of 22.55–23.55 GHz (Ka band)
as these frequencies are heavily absorbed by water and hence are not useful for establishing
Earth–satellite links. In order to allow easy integration with terrestrial systems and to benefit
from the advances made in the field of terrestrial mobile telephony, the architecture of the
Iridium system follows the well-established terrestrial standard, the GSM (global systems for
mobile communications).

The Iridium system once failed financially, mainly due to insufficient demand for the service,
the bulkiness and cost of the hand-held devices as compared to cellular mobile phones and the
rise of cellular GSM roaming agreements during Iridium’s decade-long construction period.
The Earth stations were shut down, however, the Iridium satellites were retained in orbit. Their
services were re-established in 2001 by the newly founded Iridium Satellite LLC, partly owned
by Boeing and other investors.

Another mobile satellite system similar to Iridium is the Globalstar satellite system of the
USA. It provides global voice, data, fax and messaging services through a constellation of 48
satellites. These satellites orbit at an altitude of 1410 km and are inclined at an angle of 52◦.
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9.10.2 Regional Satellite Systems

One of the drawbacks of international satellite systems is that they are not optimized to the
needs of the individual countries. The first step to meet the focused needs of the countries was
to have a regional system that provided services to countries on a regional basis rather than on
a global basis. Regional satellite missions were established with the aim of strengthening the
communication resources of the countries belonging to the same geographical area. Some of
the regional satellite systems include Eutelsat, Arabsat, AsiaSat, Measat, ACeS (Asia cellular
satellite), Thuraya, etc. EUTELSAT operates a fleet of satellites that provide communication
services to Europe, the Middle East, Africa and large parts of the Asian and American conti-
nents. Arabsat satellites provide satellite communication services to the Middle East, Africa
and large parts of Europe. The Asia Satellite Telecommunications Company Limited (AsiaSat)
and Measat systems are Asia’s regional satellite operators, providing satellite services to the
Asia Pacific region.

ACeS is another satellite-based regional communication system providing services to Asia.
It provides fully digital video, voice and data services throughout Asia. The Thuraya system
provides mobile communication services to the Middle East, North and Central Africa, Europe,
Central Asia and the Indian subcontinent. In the following paragraphs, the Eutelsat system is
described in detail.

9.10.2.1 EUTELSAT (European Telecommunication Satellite Organization)

The EUTELSAT organization was formed in the year 1977 to commission the design and con-
struction of satellites and to manage the operation of regional satellite communication services
in Europe. The first communication satellite to be launched by EUTELSAT was the orbital
test satellite (OTS) in the year 1978, which carried out link tests with small Earth stations with
the help of a powerful antenna on board the satellite. Then came the ECS-1 satellite in the
year 1983 to provide communication services to post office and telecommunication admin-
istration and to broadcast TV programmes. The ECS satellite programme was renamed the
Eutelsat satellite programme. Eutelsat satellites provide television, telephony and data trans-
mission services on a regional basis. The more advanced satellites in this series also provided
specific services like business communication services and mobile communication services.
In addition to the Eutelsat satellites, other series of satellites, namely the Hot Bird, Eurobird
and Atlantic Bird series, were launched to expand the horizon of the services offered and the
coverage area of the satellites of the EUTELSAT organization. Currently, 24 satellites of the
organization are operational over various locations from 15◦ W and 70.5◦ E on the GEO orbit,
serving more than 150 countries and up to 90 % of the world’s population. Out of these 24
satellites, 20 satellites are fully operated by EUTELSAT and the remaining four, including the
Telecom-2D, Telstar-12, Ek spress-A3 and Ekspress-AM22, are leased satellites from other
organizations. Today, the Eutelsat satellite system provides services that include television
and radio broadcasting, professional video broadcasting, networking, Internet services, mo-
bile communication services and broadband services for local communities, businesses and
individuals.

Atlantic Bird satellites. Atlantic Bird satellites provide video, IP (Internet Protocol) and data
communication services to Europe, the Middle East and North African markets. Four satellites
have been launched in this series namely the Atlantic Bird-1, -2, -3 and 4A satellites. Table 9.4
lists the salient features of these satellites.
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Table 9.4 Atlantic Bird series of satellites
Satellite Transmission capability Stabilization Location

Atlantic Bird-1 24 Ku band transponders Three-axis 12.5◦ W
Atlantic Bird-2 26 Ku band transponders Three-axis 8◦ W
Atlantic Bird-3 35 Ku band and 10 C band transponders Three-axis 5◦ W
Atlantic Bird-4A 64 Ku band transponders Three-axis 7◦ W

Eutelsat series of satellites. The Eutelsat series of satellites are Eutelsat’s communica-
tion satellites providing communication services to the European subcontinent. To date, the
Eutelsat-1F, Eutelsat-2F and Eutelsat-W series of satellites have been launched. The Eutelsat-
1F and 2F series comprise five satellites each (Eutelsat-1F1, 1F2, 1F3, 1F4 and 1F5 and
Eutelsat-2F1, 2F2, 2F3, 2F4 and 2F5) and the Eutelsat-W series comprises six satellites
(Eutelsat-W1, W2, W3, W3A, W4 and W5). The current constellation comprises Eutelsat-
W satellites and some satellites of the Eutelsat-2 series. Eutelsat-W satellites represent a new
generation of telecommunications, television and multimedia satellites that provide flexible
coverage and bandwidth options for consumer and business services in Europe, Asia and
Africa. Services provided by these satellites include the Internet, public telephony, business net-
works, satellite news gathering, television and radio programme broadcasting and distribution.
Table 9.5 enumerates the salient features of the Eutelsat series of satellites.

Table 9.5 Eutelsat series of satellites
Satellite Transmission capability Stabilization Location

Eutelsat-1F (comprising
five satellites
Eutelsat-1F1, 1F2, 1F3,
1F4, 1F5) – (Currently
not operational)

Eutelsat 1F1: 10 (+2) Ku
band transponders ;
Eutelsat 1F2 to 1F5:
12 (+2) Ku band
transponders each

Three-axis 1F1: 10◦ E
1F2: 10◦ E
1F3: Launch
failure
1F4: 10◦ E
1F5: 13◦ E

Eutelsat-2 (comprising five
satellites Eutelsat-2F1,
2F2, 2F3, 2F4, 2F5);
Eutelsat-2F2, 2F3, 2F4
are currently operational)

16 (+8) Ku band
transponders each

Three-axis 2F1: 13◦ E
2F2: 10◦ E
2F3: 16◦ E
2F4: 7◦ E

Eutelsat 2F5 satellite was
a launch failure

Eutelsat-W (comprising six
satellites Eutelsat-W1,
W2, W3, W3A, W4 and
W5)

Eutelsat-W1: 28 Ku band
transponders;
Eutelsat-W2, W3, W5:
24 Ku band
transponders each;
Eutelsat-W4: 31 Ku
band transponders;
Eutelsat-W3A: 38 Ku
and 2 Ka band
transponders

Three-axis W1: 10◦ E
W2: 16◦ E
W3: 7◦ E
W3A: 7◦ E
W4: 36◦ E
W5: 70.5◦ E
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Table 9.6 Eurobird series of satellites
Satellite Transmission Capability Stabilization Location

Eurobird 1 24 (+6) Ku band transponders 3-axis 28.5◦ E
Eurobird 2 20 Ku band transponders 3-axis 25.5◦ E
Eurobird 3 20 Ku band transponders 3-axis 33◦ E
Eurobird 4A 28 Ku band transponders 3-axis 4◦ E
Eurobird 9A 38 Ku band transponders 3-axis 9◦ E

Eurobird satellites. Eurobird satellites provide broadcasting and telecommunication services
primarily to the Western and Central European region. Table 9.6 lists the salient features of
Eurobird series of satellites.

Hot Bird satellites. The Hot Bird satellite family provides television services to Europe, North
Africa and large parts of the Middle East. In addition to television broadcast services the system
also provides radio and multimedia services over a wide coverage area. Currently, three satellites
of the Hot Bird satellite family are operational, namely Hot Bird 6, 8 and 9. Table 9.7 lists the
salient features of the Hot Bird satellite family.

SESAT satellites. The SESAT (Siberia–Europe satellites) satellites provide a wide range of
telecommunication services over a very large geographical coverage area that extends from the
Atlantic Ocean to Eastern Russia, including a large part of Siberia. The satellites also provide
similar services within the Indian subcontinent by means of steerable spotbeams. SESAT-1 pro-
vides international, regional and domestic services, such as thin route telephony, corporate and
specialized data services and long distance trunk telephony. With a highly flexible configuration
of fixed and steerable beams, SESAT-2 provides high power Ku band services over Europe,
Africa, the Middle East and central Asia. Table 9.8 enlists the salient features of these satellites.

Table 9.7 Hotbird series of satellites
Satellite Transmission capability Stabilization Location

Hotbird 1 16 (+8) Ku band transponders 3-axis 13◦ E
Hotbird 2, 3, 4, 5 (Hotbird 5 was

renamed Eurobird 2 and then
Arabsat 2D)

20 Ku band transponders each 3-axis 2, 3, 4: 13◦ E
5: 26◦ E

Hotbird 6 28 Ku band transponders and 4 Ka
band transponders

3-axis 13◦ E

Hotbird 7A (renamed Eurobird
9A)

38 Ku band transponders 3-axis 13◦ E (shifted
to 9◦ E)

Hotbird 8, 9 64 Ku band transponders each 3-axis 13◦ E

Table 9.8 SESAT series of satellites
Satellite Transmission capability Stabilization Location

SESAT 1 18 Ku band transponders Three-axis 36◦ E
SESAT 2 24 Ku band transponders out of

which 12 are leased to Eutelsat
Three-axis 53◦ E
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9.10.3 National Satellite Systems

National satellite systems, also referred to as domestic satellite systems, provide services to a
particular country. National satellite systems were originally established by developed coun-
tries like the USA, USSR and Canada to serve their country’s population according to their
specific needs. Today, in addition to these developed countries, some developing nations like
India, China, Japan, etc., also have their own national satellite systems. Some of the domestic
satellite systems include Galaxy, Satcom, EchoStar and Telestar of the USA, Brasilsat of Brazil,
INSAT of India, Optus of Australia and Sinosat of China. The INSAT system is briefly described
below.

9.10.3.1 INSAT (Indian National Satellite)

Owned by the Indian Department of Space, named the Indian Space Research Organization
(ISRO), INSAT is one of the largest domestic communication satellite networks in the world,
providing services in the areas of telecommunications, television broadcasting, mobile satel-
lite services and meteorology including disaster warning. INSAT is a joint venture of the De-
partment of Space (DOS), Department of Telecommunications (DOT), Indian Meteorological
Department (IMD), All India Radio (AIR) and Doordarshan. Making a modest beginning with
the launch of INSAT-1A in 1982, the INSAT satellite programme has come a long way today.
INSAT-1A belonged to the INSAT-1 series, further comprising INSAT-1B, 1C and 1D satellites.
The INSAT-1 series was followed by INSAT-2 and INSAT-3 series of satellites. They were su-
perceded by the INSAT-4 series of satellites. Table 9.9 lists the salient features of the INSAT
series of satellites.

Due to the emergence of private satellite operators, the boundaries between the international,
national and regional systems are diminishing very fast. As time progresses, the dividing lines
classifying these systems will become less and less clear.

9.11 Future Trends

Satellites have been used for communication applications since the launch of the first com-
munication satellite SCORE in 1958. The technology and applications of communication
satellites have grown manifolds in the last five decades or so. As a comparison the Syncom
2 satellite launched in the year 1963 had a launch mass of 68 kg, lasted three years and
had a transmit amplifier power of a few watts. The Eutelsat W7 satellite launched in the
year 2009 has a launch mass of 5000 kg, a design life of 15 years and has 70 Ku band
transponders and a transmitter power of 12 kW catering to both global area and spot area
applications. Moreover, satellites which were used for providing point-to-point trunk telephony
and television services 30 years ago are now being used for mobile communications, real
time on-demand data, multimedia and internet services and sound and video broadcasting
applications.

The future trend in the field of communication satellites is towards launching more satellite
constellations in low altitude orbits, designing complex satellite platforms with more on-board
power, increased support to personal communication services (PCS) users, use of higher fre-
quency bands and shift from RF spectrum to light quantum spectrum. Key technology areas
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Table 9.9 INSAT series of satellites
Satellite Transponders Position Stabilization

INSAT 1A 12 C band and 2 S band
transponders and VHRR (very high resolution
radiometer) meteorological payload

74◦E 3-axis

INSAT 1B 12 C band and 2 S band transponders and VHRR
meteorological payload

74◦E 3-axis

INSAT 1C 12 C band and 2 S band transponders and VHRR
meteorological payload

93.5◦E 3-axis

INSAT 1D 12 C band and 2 S band transponders 83◦E 3-axis
INSAT 2A 12 C band, 6 extended C band and 2 S band

transponders, 1 data relay transponder, 1 search
and rescue transponder and VHRR meteorological
payload

74◦E 3-axis

INSAT 2B 12 C band, 6 extended C band and 2 S band
transponders , 1 data relay transponder, 1 search
and rescue transponder and VHRR meteorological
payload

93.5◦E 3-axis

INSAT 2C 12 C band, 6 extended C band, 3 Ku band, 2 S band
BSS and 1 S band MSS transponders

93.5◦E 3-axis

INSAT 2DT 25 C band and 1 S band BSS transponders 55◦E 3-axis
INSAT 2E 12 C band, 5 extended C band transponders,

meteorological payloads VHRR and CCD camera.
11 of the C band transponders have been leased to
the INTELSAT organization

83◦E 3-axis

INSAT 3B 12 extended C band, 3 Ku band and 1 S band MSS
transponders and 1 Ku band beacon

83◦E 3-axis

INSAT 3C 24 C band, 6 extended C band, 2 S band BSS
transponders and a MSS transponder operating in S
band for uplink and C band for downlink

74◦E 3-axis

INSAT 3A 12 C band, 6 extended C band, 1 S band, 6 Ku band
transponders, satellite aided search and rescue
(SAS&R) transponder, meteorological payloads of
VHRR, CCD camera and 1 data relay (DR)
transponder

93.5◦E 3-axis

INSAT 3E 24 C band and 12 extended
C band transponders

55◦E 3-axis

INSAT 4A 12 C band and 12 Ku band transponders 83◦E 3-axis
INSAT 4B 12 C band and 12 Ku band transponders 93.5◦E 3-axis
INSAT 4CR 12 Ku band transponders 74◦E 3-axis

in this field include development of large-scale multi-beam antennas to allow intensive reuse
of frequencies, USAT terminals to replace VSAT terminals, development of signal processing
algorithms to perform intelligent functions on-board the satellite including signal regeneration,
overcome the signal fading problem due to rain and allowing use of smaller antennas. Flexible
cross-link communication between satellites will be developed to allow better distribution of
traffic between the satellites.
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9.11.1 Development of Satellite Constellations in LEO Orbits

The future will see the trend of replacing a large single satellite in the geostationary orbit with a
large number of co-located and interlinked smaller satellites in LEO orbits as the geostationary
satellites cannot support very high data rate services due to an increase in the free space propaga-
tion loss with distance. Each satellite will perform its limited function and optical intersatellite
links will be used to interface high-speed links between small satellites with a result that as a
whole the satellite constellation will work as a single large satellite. Small terminals with antenna
diameters of few centimetres will establish Gbits/s links between small satellites and the track-
ing requirements are minimized as beams with larger beam divergence can be used due to short
distances. The services that will be provided by these satellites include broadcasting services to
portable hand-held devices, two-way mobile broadband services for the land/aeronautical and
maritime sectors and IPTV services.

9.11.2 Development of Personal Communication Services (PCS)

The advent of PCS has given rise to the need to have lower data rate systems supporting many
users. The deployment philosophy in this case is to employ tens or hundreds of satellites in
LEO orbits rather than employing three to five satellites in the geostationary orbits. The trend
will be to have more on-board processing on the satellite and the satellite will support more
services including routing, flow control, packet error detection/correction, etc. In other words,
the trend is to increase the application of higher layer protocols on the satellite. In addition to all
this, satellite-satellite cross-linking will increase so as to make the satellite based PCS system
feasible and realizable. Also, with the advances made in technology, the size of the repeaters on
board the satellites will reduce significantly while their capability will increase many fold.

9.11.3 Use of Higher Frequency Bands

Satelliteswill employhigher frequencybands like theKaband toprovide their intendedservices.
More sophisticated satellite systems operating in the 21 GHz band will be realized around 2020.
With use of higher frequency spectrum becoming common, extension of services provided by
VSAT including GSM, IP trunking and broadband services will be possible. Development of
robust access technologies will aid in this process. One of the possible developments that can
take place is the construction of common platform based on the internet protocol (IP) including
the integration of telephone systems and television broadcasting systems into the internet.

9.11.4 Development of Light Quantum Communication Techniques

Further innovation will be facilitated by the advent of conversion from communication based on
electromagnetic waves to that based on light quantum communications. This will offer very se-
curecommunicationprovidinghighcapacityandconfidentiality in informationcommunication.
The outstanding feature of quantum cryptography communication is that in case some quan-
tum signals are stolen during transmission, the state of quanta changes instantaneously making
the data meaningless while at the same time it is detected at the detector that the data has been
stolen. Quantum communications technology utilizes properties such as quantum entanglement
andquantumsuperpositionand isquitedifferent fromtheRFcommunication technologiesbeing
used to date.
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9.11.5 Development of Broadband Services to Mobile Users

There will be advancement in the services offered by communication satellites to providing
broadband services to mobile users located on aircraft, space planes, boats and vehicles such as
high speed trains, buses and cars. Some of the technologies that will be utilized to make these
servicespossible includespatialdiversity (e.g. tworeceiveantennaconfiguration), timediversity
(channel interleaving/ spreading techniques) and upper layer FEC (forward error correction).
FEC at upper layers is under study to protect transmitted packets and avoid retransmissions due
to limited access or absence of a return channel for a potentially high number of users and to
look into the challenges posed by mobile services.

9.11.6 Development of Hybrid Satellite/Terrestrial Networks

Future satellite communications cannot be oblivious to the evolution of terrestrial broadcast
and broadband communication systems. Cooperative communication techniques are also be-
ing considered for hybrid satellite/ terrestrial networks with the aim of extending the satellite
coverage and of supporting terrestrial networks unable to provide their services because of lack
of coverage, network overloads, terrain constraints or emergency situations. In this perspec-
tive, development of new satellite systems tends to align with that of terrestrial communications
leading to a full integration between the two networks which enables higher data rates and high
quality of service anywhere anytime.

9.11.7 Advanced Concepts

In the paragraphs above, we mentioned the applications of communication satellites that will
become a reality in a decade or so. We now shift focus to some interesting concepts which are
fiction right now but may become realizable in next two decades or so. Satellites can be used for
communicating with submarines to transmit coded information and for establishing an inter-
planetary television link and so on. We present in brief these concepts so as to give the readers a
glimpse of the potential of this majestic piece of equipment.

Satellite-to-Submarine Communication: Satellites can be used to communicate with many
submarines that are submerged in sea water at depths of 100 m or so. This would eliminate the
need to have submarines come to the surface to establish communication thus reducing their
vulnerability.

The concept is highlighted in Figure 9.17. Satellites in geostationary orbit are used and trans-
mit a large number of narrow beams to create random spots on the ocean, with each beam
transmitting encrypted data. Large numbers of spots are generated so as to create empty po-
sitions and not give away the location of submarines. Blue-green wavelength laser is used for
maximal penetration in sea water.

Interplanetary TV Link: The concept of the interplanetary TV link is shown in Figure 9.18.
The set up makes use of a satellite orbiting around a planet with which the link has to be
established and a satellite orbiting in geostationary orbit around the Earth. The planetary satel-
lite makes use of a low power laser to transmit the signals. The Earth orbiting satellite will have
a sensor to receive the optical signal and process it and convert it into microwave signal. The
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Figure 9.17 Satellite-to-submarine Communication

Figure 9.18 Interplanetary TV Link
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signal is converted from the optical spectrum to the microwave spectrum as the optical signals
do not penetrate clouds and are highly attenuated by rain. The conversion therefore allows
establishing a non-interruptive link. This link would allow monitoring the events happening on
different planets on a real-time basis.
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Glossary
Broadcast Satellite Services (BSS): This refers to the satellite services that can be received at many
unspecified locations by relatively simple receive-only Earth stations
Communication satellites: Communication satellites act as repeater stations that relay radio signals
providing either point-to-point, point-to-multipoint or multipoint interactive services. The application
areas of communication satellites mainly include television broadcast, international telephony and data
communication services
Direct Broadcasting Services (DBS): DBS uses specially high powered Ku band satellites that send
digitally compressed television and audio signals to relatively small (45 to 60 cm across) fixed satellite
dishes
Direct-to-home satellite television: Direct-to-home (DTH) satellite television refers to the direct recep-
tion of satellite TV programmes by the end users from the satellite through their own receiving antennas
EUTELSAT (European Telecommunication Satellite Organization): The EUTELSAT Organization
is responsible for commissioning the design and construction of satellites and for managing the operation
of regional satellite communication services to Europe
Fixed Satellite Services (FSS): This refers to the two-way communication between Earth stations at
fixed locations via a satellite. It supports the majority of commercial applications including satellite
telephony, satellite television and data transmission services. The FSS primarily uses two frequency
bands: C band (6/4 GHz) and Ku band (14/11 GHz, 14/12 GHz)
Frequency bands: Satellite communication employs electromagnetic waves for transmission of infor-
mation between Earth and space. The bands of interest for satellite communications lie above 100 MHz
including the VHF, UHF, L, S, C, X, Ku and Ka bands
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Gateways: Gateways are large fixed Earth stations connected to fixed and mobile terrestrial networks
providing an interface between the terrestrial network and the satellites
GMPCS (Global Mobile Personal Communication System): This is a personal communication sys-
tem providing transnational, regional or global two-way voice, fax, messaging, data and broadband mul-
timedia services from a constellation of satellites accessible with small and easily transportable terminals
Inmarsat Satellite System: Inmarsat, an acronym for the International Maritime Satellite Organization,
is an international organization currently having 85 member countries that control satellite systems in
order to provide global mobile communication services
INSAT (Indian National Satellites): Owned by the Indian Department of Space, called the Indian Space
Research Organisation (ISRO), INSAT is one of the largest domestic communication satellite systems in
the world, providing services in the area of telecommunications, television broadcasting, mobile satellite
services and meteorology including disaster warnings to India
Iridium satellite constellation: The Iridium network, comprising 66 active satellites, is a global mobile
communication system designed to offer voice communication services to pocket-sized telephones and
data, fax and paging services to portable terminals, independent of the user’s location in the world and of
the availability of traditional telecommunications networks
Intelsat satellite system: The International Telecommunication Satellite Organisation (INTELSAT) is
the world’s largest international communications service provider and provides services including video,
voice and data services to the telecom, broadcast, government and other communications market
International satellite systems: The international satellite systems provide global communication ser-
vices. Some of the international satellite missions include Intelsat, PamAmSat, Orion, Intersputnik, In-
marsat, etc.
International Telecommunication Union (ITU): The ITU is a specialized institution formed in the year
1865 for ensuring the proper allocation of frequency bands as well as the orbital positions of the satellites
in the GEO
Mobile Satellite Services (MSS): This refers to the reception by receivers that are in motion, like ships,
cars, lorries, etc. Increasingly, MSS networks are providing relay communication services to portable
handheld terminals. L band (2/1 GHz) and S band (4/2.5 GHz) are mainly employed for MSS
Mobile satellite telephony: This refers to the interactive voice communication to mobile users and is
one of the important services provided by Mobile Satellite Services (MSS)
Multipoint interactive network: Such networks are bidirectional data broadcasting networks
Point-to-multipoint broadcast services: These refer to unidirectional data broadcast networks where
the transmission occurs from a single uplink to a large number of remote receiving points within the
coverage area of the satellite
Regenerative transponders: Regenerative transponders are those in which some onboard processing is
done and the received signal is altered before retransmission
Relative gain-to-noise temperature (G/T) ratio: The relative gain-to-noise temperature (G/T) ratio is
the ratio of the receive antenna gain and the noise temperature of the satellite receiving system. It defines
the uplink performance of any satellite
Satellite–cable television: Satellite–cable television refers to the use of satellites to carry the program-
ming channels to the cable system head-ends for further distribution to end users via co-axial and fibre
optic cables
Satellite data broadcasting: Satellite data broadcasting refers to the use of satellites in the point-
to-multipoint or multipoint interactive configuration for the transmission of information in digital form
Satellite radio: Satellites provide high fidelity audio broadcast services to the broadcast radio stations,
referred to as satellite radio
Satellite telephony: Satellites provide long distance (especially intercontinental) point-to-point or
trunk telephony services as well as mobile telephony services, either to complement or to bypass the
terrestrial networks
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Satellite TV: Satellite TV refers to the use of satellites for relaying TV programmes from a point where
they originate to a large geographical area. GEO satellites in point-to-multipoint configuration are em-
ployed for satellite TV applications
Television receive-only (TVRO) services: TVRO systems refer to the satellite television services oper-
ating in the C band and requiring large dishes (6 to 18 feet across) placed at the user’s premises for TV
reception
Transmit effective isotropic radiated power (EIRP): This is the most important technical parameter
of a communication satellite and is defined as the product of the transmit antenna gain and the maximum
RF power per transponder
Transparent or bent pipe transponders: Transparent transponders process the uplink satellite signal
in such a way that only the amplitude and the frequency are altered; the modulation and the spectral shape
of the signal are not affected
Transponder: A transponder is thekeyelement in thesatellite communicationnetworkand isessentiallya
repeater which receives the signal transmitted from Earth on the uplink, amplifies the signal and retransmits
it on the downlink at a different frequency from that of the received signal
Transponder equivalent (TPE): This defines the total transmission capacity available on satellites in
terms of transponders having a bandwidth of 36 MHz
VSATs (Very small aperture terminals): VSATs are used for providing one-way or two-way data
broadcasting services, point-to-point voice services and one-way video broadcasting services
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Remote Sensing Satellites

Remote sensing is a technology used for obtaining information about the characteristics of an
object through the analysis of data acquired from it at a distance. Satellites play an important
role in remote sensing. Some of the important and better known applications of satellites in
the area of remote sensing include providing information about the features of the Earth’s
surface, such as coverage, mapping, classification of land cover features such as vegetation,
soil, water, forests, etc. In this chapter, various topics related to remote sensing satellites will
be covered, including their principle of operation, payloads on board these satellites and their
use to acquire images, processing and analysis of these images using various digital imaging
techniques and finally interpreting these images for studying different features of Earth for
varied applications. The chapter gives a descriptive view of the above-mentioned topics with
relevant illustrations wherever needed. Some of the major remote sensing satellite systems
used for the purpose will also be introduced towards the end of the chapter.

10.1 Remote Sensing – An Overview

Remote sensing is defined as the science of identifying, measuring and analysing the char-
acteristics of objects of interest without actually being in contact with them. It is done by
sensing and recording the energy reflected or emitted by these objects and then processing and
interpreting that information. Remote sensing makes use of the fact that every object has a
unique characteristic reflection and emission spectra that can be utilized to identify that object.
Sometimes, the gravitational and magnetic fields are also employed for remote sensing appli-
cations. One of the potential advantages that this technology offers is that through it various
observations can be made, measurements taken and images of phenomena produced that are
beyond the limits of normal perception. Remote sensing is widely used by biologists, geolo-
gists, geographers, agriculturists, foresters and engineers to generate information on objects
on Earth’s land surface, oceans and atmosphere. Applications include monitoring natural and
agricultural resources, assessing crop inventory and yield, locating forest fires and assessing
the damage caused, mapping and monitoring of vegetation, air and water quality, etc.

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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A brief look into the history of remote sensing suggests that this technology dates back to
the early 19th century when photographs of Earth were taken from the ground. The idea of
aerial remote sensing emerged in the early 1840s when the pictures were taken from cameras
mounted on balloons, pigeons, etc. During both World Wars, cameras mounted on airplanes and
rockets were used to provide aerial views of fairly large surface areas that were invaluable for
military reconnaissance. Until the introduction of satellites for remote sensing, aerial remote
sensing was the only way of gathering information about Earth. The idea of using satellites for
remote sensing applications evolved after observing the images taken by the TIROS weather
forecasting satellite. These images showed details of the Earth’s surface where the clouds were
not present. The first remote sensing satellite to be launched was Earth Resources Technology
Satellite (ERTS-A) in the year 1972. Today satellites have become the main platform for remote
sensing applications as they offer significant advantages over other platforms, which include
radio-controlled aero planes and balloon kits for low altitude applications as well as ladder
trucks for ground-based applications. In the paragraphs to follow, a brief comparison will be
given of aerial and satellite remote sensing.

10.1.1 Aerial Remote Sensing

In aerial remote sensing, as mentioned before, sensors are mounted on aircraft, balloons, rockets
and helicopters. Cameras mounted on aircraft have been used to monitor land use practices,
locate forest fires and produce detailed and accurate maps of remote and inaccessible locations
of the planet. Weather balloons and rockets are used for obtaining direct measurements of the
properties of the upper atmosphere. Aerial systems are less expensive and more accessible
options as compared to the satellite systems and are mainly used for one-time operations. The
advantage of aerial remote sensing systems as compared to the satellite-based systems is that
they have a higher spatial resolution of around 20 cm or less. However, they have a smaller
coverage area and higher cost per unit area of ground coverage as compared to the satellite-
based remote sensing systems. They are generally carried out as one-time operations whereas
satellites offer the possibility of continuous monitoring of Earth.

10.1.2 Satellite Remote Sensing

Satellites are the main remote sensing platforms used today and are sometimes referred to as
‘eyes in the sky’. Use of satellites for remote sensing applications has brought a revolution in
this field as they can provide information on a continuous basis of vast areas on the Earth’s
surface day and night. Constellations of satellites continuously monitor Earth and provide
even minute details of the Earth’s surface. This ever-expanding range of geographical and
geophysical data help people to understand their planet better, monitor various parameters
more minutely and hence manage and solve the problems related to Earth more efficiently.
Satellites have become the main platform for carrying out remote sensing activities as they
offer a number of advantages over other platforms. Some of these advantages include:

1. Continuous acquisition of data
2. Frequent and regular re-visit capabilities resulting in up-to-date information
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3. Broad coverage area
4. Good spectral resolution
5. Semi-automated/computerized processing and analysis
6. Ability to manipulate/enhance data for better image interpretation
7. Accurate data mapping

A point worthy of a mention here is that the aerial and satellite-based remote sensing systems
use those regions of the electromagnetic spectrum that are not blocked by the atmosphere.
These regions are referred to as ‘atmospheric transmission windows’. In this chapter satellite
remote sensing will be discussed; hereafter, whenever remote sensing is mentioned, it will
refer to satellite remote sensing unless otherwise stated.

10.2 Classification of Satellite Remote Sensing Systems

The principles covered in this section apply equally well to ground-based and aerial platforms
but here they will be described in conjunction with satellites. Remote sensing systems can be
classified on the basis of (a) the source of radiation and (b) the spectral regions used for data
acquisition.

As mentioned before, satellite remote sensing is the science of acquiring information about
the Earth’s surface by sensing and recording the energy reflected or emitted by the Earth’s
surface with the help of sensors on board the satellite. Based on the source of radiation, they
can be classified as:

1. Passive remote sensing systems
2. Active remote sensing systems

Passive remote sensing systems either detect the solar radiation reflected by the objects on
the surface of the Earth or detect the thermal or microwave radiation emitted by them. Active
remote sensing systems make use of active artificial sources of radiation generally mounted
on the remote sensing platform. These sources illuminate the objects on the ground and the
energy reflected or scattered by these objects is utilized here. Examples of active remote sensing
systems include microwave and laser-based systems. Depending on the spectral regions used
for data acquisition, they can be classified as:

1. Optical remote sensing systems (including visible, near IR and shortwave IR systems)
2. Thermal infrared remote sensing systems
3. Microwave remote sensing systems

10.2.1 Optical Remote Sensing Systems

Optical remote sensing systems mostly make use of visible (0.3–0.7�m), near IR
(0.72–1.30 �m) and shortwave IR (1.3–3.0 �m) wavelength bands to form images of the
Earth’s surface. The images are formed by detecting the solar radiation reflected by objects
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Figure 10.1 Optical remote sensing

on the ground (Figure 10.1) and resemble the photographs taken by a camera. However, some
laser-based optical remote sensing systems are also being employed in which the laser beam
is emitted from the active sources mounted on the remote sensing platform. The target prop-
erties are analysed by studying the reflectance and scattering characteristics of the objects
to the laser radiation. Optical remote sensing systems employing solar energy come under
the category of passive remote sensing systems and the laser-based remote sensing systems
belong to the category of active remote sensing systems. Passive optical remote sensing sys-
tems work only during the day as they rely on sensing reflected sunlight. This phenomenon
makes them weather dependent because during cloudy days the sunlight is not able to reach
Earth.

Solar energy based optical remote sensing systems work on the principle that different
materials reflect and absorb differently at different wavelengths in the optical band; hence the
objects on the ground can be differentiated by their spectral reflectance signatures (Figure 10.2)
in the remotely sensed images. As an example, vegetation has a very strong reflectance in the
green and the near IR band and it has strong absorption in the red and the blue spectral bands.
Moreover, each species of vegetation has a characteristic different spectral reflectance curve.
Vegetation under stress from disease or drought also has a different spectral reflectance curve
as compared to healthy vegetation. Hence, the vegetation studies are carried out in the visible
and the near IR bands. Minerals, rocks and soil have high reflectance in the whole optical band,
with the reflectance increasing at higher wavelengths. Their studies are carried out in the 1.3
to 3.0 �m band. Clear water has no reflectance in the IR region but has very high reflectance in
the blue band and hence appears blue in colour. Water with vegetation has very high absorption



Classification of Satellite Remote Sensing Systems 425

0.4 0.6 0 .8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6

80

70

60

50

40

30

20

10

0

Reflectance
(%)

Wavelength ( m)

Vegetation
Turbid River
Water
Silty Clay Soil

Clear River
Water

Musk Soil

Figure 10.2 Spectral reflectance signatures of different objects

in the blue band and high reflectance in the green band and hence it appears greenish in colour.
Muddy water has a yellow-brownish colour due to the strong reflectance in that band. Hence,
water studies are made in the visible band. Table 10.1 enumerates the optical bands employed
for various applications.

Table 10.1 Optical bands employed for various applications

0.45–0.52 �m Sensitive to sedimentation, deciduous/coniferous forest colour discrimination,
soil vegetation differentiation

0.52–0.59 �m Green reflectance by heavy vegetation, vegetation vigour, rock–soil
discrimination, turbidity and bathymetry in shallow water

0.62–0.68 �m Sensitive to chlorophyll absorption, plant species discrimination, differentiation
of soil and geological boundary

0.77–0.86 �m Sensitive to the green biomass and moisture in the vegetation, land and water
studies, geomorphic studies

In the optical band, panchromatic or black and white images can also be taken, where
different shades of grey indicate different levels of reflectivity. The most reflective surfaces are
light or nearly white in colour while the least reflective surfaces are represented as black.

10.2.2 Thermal Infrared Remote Sensing Systems

Thermal infrared remote sensing systems employ the mid wave IR (3–5 �m) and the long
wave IR (8–14 �m) wavelength bands. The imagery here is derived from the thermal radiation
emitted by the Earth’s surface and objects. As different portions of the Earth’s surface are at
different temperatures, thermal images therefore provide information on the temperature of



426 Remote Sensing Satellites

the ground and water surfaces and the objects on them (Figure 10.3). As the thermal infrared
remote sensing systems detect the thermal radiation emitted from the Earth’s surface, they
come under the category of passive remote sensing systems. The 10 �m band is commonly
employed for thermal remote sensing applications as most of the objects on the surface of the
Earth have temperatures around 300 K and the spectral radiance for a temperature of 300 K
peaks at a wavelength of 10 �m. Another commonly used thermal band is 3.8 �m for detecting
forest fires and other hot objects having temperatures between 500 K and 1000 K.
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Figure 10.3 Thermal remote sensing

Colder surfaces appear darker in the raw IR thermal images, but the general remote sensing
concept for IR images is to invert the relationship between brightness and the temperature so
that the colder objects appear brighter as compared to the hotter ones. Hence, clouds that are
colder than the Earth’s surface appear in darker shades against the light background of the
Earth in raw thermal images, but appear in lighter shades against the darker background in the
processed thermal images. Also, low lying clouds appear darker as compared to clouds at high
altitude in the processed image as the temperature normally decreases with height. Thermal
systems work both during the day and night as they do not use solar radiation, but they suffer
from the disadvantage that they are weather-dependent systems. Other than remote sensing
satellites, weather forecasting satellites also make extensive use of the thermal IR bands.

10.2.3 Microwave Remote Sensing Systems

Microwave remote sensing systems generally operate in the 1 cm to 1 m wavelength band.
Microwave radiation can penetrate through clouds, haze and dust, making microwave re-
mote sensing a weather independent technique. This feature makes microwave remote
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sensing systems quite attractive as compared to optical and thermal systems, which are weather
dependent. Microwave remote sensing systems work both during the day as well as at night as
they are independent of the solar illumination conditions. Another advantage that a microwave
remote sensing system offers is that it provides unique information on sea wind and wave di-
rection that cannot be provided by visible and infrared remote sensing systems. However, the
need for sophisticated data analysis and poorer resolution due to the use of longer wavelength
bands are the disadvantages of microwave remote sensing systems.

Shorter microwave wavelength bands are utilized for the analyses of hidden mineral re-
sources as they penetrate through the Earth’s surface and the vegetation, whereas longer wave-
length bands are utilized for determining the roughness of the various features on the Earth’s
surface. Microwave remote sensing systems can be both passive as well as active. Passive
microwave remote sensing systems work on a concept similar to that of thermal remote sens-
ing systems and detect the microwave radiation emitted from the objects. The characteristics
of the objects are then formed on the basis of the received microwave power as the received
power is related to their characteristics, such as temperature, moisture content and physical
characteristics.

Active microwave remote sensing systems provide their own source of microwave radiation
to illuminate the target object (Figure 10.4). Images of Earth are formed by measuring the
microwave energy scattered by the objects on the surface of the Earth. The brightness of
every point on the surface of the Earth is determined by the intensity of the microwave energy
scattered back to the radar receiver on the satellite from them. The intensity of this backscatter
is dependent on certain physical properties of the surface such as slope, roughness and the
dielectric constant of the surface materials (dielectric constant depends strongly on the moisture
content), on the geometric factors such as surface roughness, orientation of the objects relative
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to the radar beam direction and the types of land cover (soil, vegetation or man-made objects).
The backscatter radiation is also dependent on the incident microwave beam parameters like
frequency, polarization and angle of incidence.

Examples of passive microwave systems include altimeters and radiometers. Real aperture
and synthetic aperture radar are active microwave remote sensing systems.

10.3 Remote Sensing Satellite Orbits

Remote sensing satellites have sun-synchronous subrecurrent orbits at altitudes of 700–900 km,
allowing them to observe the same area periodically with a periodicity of two to three weeks.
They cover a particular area on the surface of the Earth at the same local time, thus observing
it under the same illumination conditions. This is an important factor for monitoring changes
in the images taken at different dates or for combining the images together, as they need not
be corrected for different illumination conditions. Generally the atmosphere is clear in the
mornings; hence to take clear pictures while achieving sufficient solar illumination conditions,
remote sensing satellites make observations of a particular place during morning (around 10
a.m. local time) when sufficient sunlight is available. As an example, the SPOT satellite has
a sun-synchronous orbit with an altitude of 820 km and an inclination of 98.7◦. The satellite
crosses the equator at 10:30 a.m. local solar time.

Satellite orbits are matched to the capabilities and objectives of the sensor(s) they carry.
Remote sensing satellites generally provide information either at the regional level or at the local
area level. Regional level remote sensing satellite systems have a resolution of 10 m to 100 m
and are used for cartography and terrestrial resources surveying applications, whereas local
area level remote sensing satellite systems offer higher resolution and are used for precision
agricultural applications like monitoring the type, health, moisture status and maturity of
crops, etc., for coastal management applications like monitoring photo planktons, pollution
level determination, bathymetry changes, etc.

As the satellite revolves around the Earth, the sensors onboard it see a certain portion of the
Earth’s surface. The area imaged on the surface is referred to as the swath. The swath width for
space-borne sensors generally varies between tens of kilometers to hundreds of kilometres. The
satellite’s orbit and the rotation of Earth work together to allow the satellite to have complete
coverage of the Earth’s surface.

10.4 Remote Sensing Satellite Payloads

10.4.1 Classification of Sensors

The main payloads on board a remote sensing satellite system are sensors that measure
the electromagnetic radiation emanating or reflected from a geometrically defined field on
the surface of the Earth. Sensor systems on board a remote sensing satellite can be broadly
classified as:

1. Passive sensors
2. Active sensors

A passive system generally consists of an array of sensors or detectors that record the
amount of electromagnetic radiation reflected and/or emitted from the Earth’s surface. An
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active system, on the other hand, emits electromagnetic radiation and measures the intensity
of the return signal. Both passive and active sensors can be further classified as:

1. Scanning sensors
2. Non-scanning sensors

This mode of classification is based on whether the entire field to be imaged is explored in one
take as in the case of non-scanning sensors or is scanned sequentially with the complete image
being a superposition of the individual images, as in the case of scanning sensors. Figure 10.5
enumerates the various types of sensors on board remote sensing satellites.

Figure 10.5 Various types of sensors on board remote sensing satellites

Scanning sensors have a narrow field of view and they scan a small area at any particular
time. These sensors sweep over the terrain to build up and produce a two-dimensional image of
the surface. Hence they take measurements in the instantaneous field-of-view (IFOV) as they
move across the scan lines. The succession of scan lines is obtained due to the motion of the
satellite along its orbit. It may be mentioned here that the surfaces are scanned sequentially due
to the combination of the satellite movement as well as that of the scanner itself (Figure 10.6).
The scanning sensors can be classified as image plane scanning sensors and object plane
scanning sensors depending upon where the rays are converged by the lens in the optical
system.

A non-scanning sensor views the entire field in one go. While the sensor’s overall field-
of-view corresponds to the continuous movement of the instantaneous field-of-view in the
case of scanning sensors, for non-scanning sensors the overall field-of-view coincides with
its instantaneous field-of-view. Figure 10.7 shows the conceptual diagram of a non-scanning
satellite remote sensing system.
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Figure 10.6 Scanning satellite remote sensing system

Figure 10.7 Non-scanning satellite remote sensing system
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The sensors can be further classified as imaging or non-imaging sensors. Imaging sensors
build up images of Earth using substances like silver in the film or by driving an image producing
device like a TV or a computer monitor, whereas non-imaging sensors do not build images of
Earth in any literal sense as they measure the radiation received from all points in the sensed
target area and integrate it.

Before the working principle of various types of sensors is discussed, various sensor pa-
rameters will be described as that would help to give a better understanding of the working
fundamentals of sensors.

10.4.2 Sensor Parameters

Sensor parameters briefly described in the following paragraphs include:

1. Instantaneous field-of-view (IFOV)
2. Overall field-of-view
3. S/N ratio
4. Linearity
5. Wavelength band
6. Swath width
7. Dwell time
8. Resolution

1. Instantaneous field-of-view (IFOV). This is defined as the solid angle from which the
electromagnetic radiation measured by the sensor at a given point of time emanates.

2. Overall field-of-view. This corresponds to the total size of the geographical area selected
for observation. In the case of non-scanning sensors, the instantaneous and the total field-
of-view are equal and coincide with one another, whereas for scanning sensors, the overall
field-of-view is a whole number multiple of the instantaneous field-of-view.

3. S/N ratio. This defines the minimum power level required by the sensor to identify an
object in the presence of noise.

4. Linearity. Linearity refers to the sensor’s response to the varying levels of radiation in-
tensity. The linearity is generally specified in terms of the slope of the sensor’s response
curve and is referred to as ‘gamma’. A gamma of one corresponds to a sensor with a linear
response to radiation. A gamma that is less than one corresponds to a sensor that compresses
the dark end of the range, while a gamma greater than one compresses the bright end. Sen-
sors based on solid state circuitry like CCDs are linear over a wide range as compared to
other sensors like vidicon cameras.

5. Wavelength band. Sensors employ three wavelength bands for remote sensing applica-
tions: the optical band, the thermal band and the microwave band.

6. Swath width. The swath width of the sensor is the area on the surface of the Earth imaged
by it.

7. Dwell time. The sensor’s dwell time is defined as the discrete amount of time re-
quired by it to generate a strong enough signal to be detected by the detector against the
noise.

8. Resolution. Resolution is defined as the ability of the entire remote sensing system (in-
cluding the lens, antenna, display, exposure, processing, etc.) to render a sharply defined
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image. Resolution of any remote sensing system is specified in terms of spectral resolu-
tion, radiometric resolution, spatial resolution and temporal resolution. These are briefly
described as follows:

(a) Spectral resolution. This is determined by the bandwidth of the electromagnetic ra-
diation used during the process. The narrower the bandwidth used, the higher is the
spectral resolution achieved. On the basis of the spectral resolution, the systems may
be classified as panchromatic, multispectral and hyperspectral systems. Panchromatic
systems use a single wavelength band with a large bandwidth, multispectral sys-
tems use several narrow bandwidth bands having different wavelengths and hyper-
spectral systems take measurements in hundreds of very narrow bandwidth bands.
Hyperspectral systems are the ones that map the finest spectral characteristics of
Earth.

(b) Radiometric resolution. Radiometric resolution refers to the smallest change in in-
tensity level that can be detected by the sensing system. It is determined by the num-
ber of discrete quantization levels into which the signal is digitized. The larger the
number of bits used for quantization, the better is the radiometric resolution of the
system.

(c) Spatial resolution. Spatial resolution is defined as the minimum distance the two point
features on the ground should have in order to be distinguished as separate objects. In
other words, it refers to the size of the smallest object on the Earth’s surface that can be
resolved by the sensor. Spatial resolution depends upon the instantaneous field-of-view
of the sensor and its distance from Earth. In terms of spatial resolution, the satellite
imaging systems can be classified as: low resolution systems (1 km or more), medium
resolution systems (100 m to 1 km), high resolution systems (5 m to 100 m) and very
high resolution systems (5 m or less). It should be mentioned here that higher resolution
systems generally have smaller coverage areas.

(d) Temporal resolution. This is related to the repetitive coverage of the ground by the
remote sensing system. It is specified as the number of days in which the satellite re-
visits a particular place again. Absolute temporal resolution of the satellite is equal
to the time taken by the satellite to complete one orbital cycle. (The orbital cycle is
the whole number of orbital revolutions that a satellite must describe in order to be
flying once again over the same point on the Earth’s surface in the same direction.)
However, because of some degree of overlap in the imaging swaths of adjacent orbits
for most satellites and the increase in this overlap with increasing latitude, some areas
of Earth tend to be re-imaged more frequently. Hence the temporal resolution depends
on a variety of factors, including the satellite/sensor capabilities, the swath overlap and
latitude.

10.5 Passive Sensors

Passive sensors, as described in earlier paragraphs, record the amount of electromagnetic radi-
ation reflected and/or emitted from the Earth’s surface. They do not emit any electromagnetic
radiation and hence are referred to as passive sensors. Passive sensors can be further classified
as scanning and non-scanning sensors.
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10.5.1 Passive Scanning Sensors

The multispectral scanner (MSS) is the most commonly used passive scanning sensor. It
operates in a number of different ways and can be categorized into three basic types depending
upon the mechanism used to view each pixel. These include optical mechanical scanners, push
broom scanners and central perspective scanners.

10.5.1.1 Optical Mechanical Scanner

This is a multispectral radiometer (a radiometer is a device that measures the intensity of the
radiation emanating from the Earth’s surface) where the scanning is done in a series of lines
oriented perpendicular to the direction of the motion of the satellite using a rotating or an
oscillating mirror (Figure 10.8). They are also referred to as across-track scanners. As the
platform moves forward over the Earth, successive scans build up a two-dimensional image
of the Earth’s surface. Hence optical mechanical scanners record two-dimensional imagery
using a combination of the motion of the satellite and a rotating or oscillating mirror scanning
perpendicular to the direction in which the satellite is moving.

Figure 10.8 Optical mechanical scanner

These scanners comprise the following subsystems:

1. An optical system for collecting the radiation from the ground. It comprises reflective
telescope systems such as Newton and Cassegrain telescopes.

2. A spectrographic system comprising a dichroic mirror, grating prisms or filters for separating
the incoming radiation into various wavelength bands.
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3. A scanning system comprising a rotating or an oscillating mirror for scanning the ground.
4. A detector system comprising various kinds of photodetectors for converting the optical

radiation into an electrical signal.
5. A reference system for the calibration of electrical signals generated by the detectors. It

comprises light sources or thermal sources with a constant intensity or temperature.

After passing through the optical system the incoming reflected or emitted radiation is
separated into various wavelength bands with the help of grating prisms or filters. Each of the
separated bands is then fed to a bank of internal detectors, with each detector sensitive to a
specific wavelength band. These detectors detect and convert the energy for each spectral band
in the form of an electrical signal. This electrical signal is then converted to digital data and
recorded for subsequent computer processing.

Referring to Figure 10.8, the IFOV (C) of the sensor and the altitude of the platform determine
the ground resolution of the cell (D), and thus the spatial resolution. The swath width (F) is
determined by the sweep of the mirror (specified as the angular field of view E) and the altitude
of the satellite. Remote sensing satellites orbiting at a height of approximately 1000 km, for
instance, have a sweep angle of the order of 10◦ to 20◦ to cover a broad region. One of the
problems with this technique is that as the distance between the sensor and the target increases
towards the edges of the swath, the cells also become larger and introduce geometric distortions
in the image. Moreover, the dwell time possible for these sensors is small as they employ a
rotating mirror, and this affects the spatial, spectral and radiometric resolution of the sensor.

The multispectral scanner (MSS), the thematic mapper (TM) and the enhanced thematic map-
per (ETM) of Landsat satellites and the advanced very high resolution radiometer (AVHRR)
of the NOAA satellites are examples of optical mechanical scanners.

10.5.1.2 Push Broom Scanners

A push broom scanner (also referred to as a linear array sensor or along-track scanner) is
a scanner without any mechanical scanning mirror but with a linear array of semiconductor
elements located at the focal plane of the lens system, which enables it to record one line of
an image simultaneously (Figure 10.9). It has an optical lens through which a line image is
detected simultaneously perpendicular to the direction of motion of the satellite. Each indi-
vidual detector measures the energy for a single ground resolution cell (D). Thus the distance
of the satellite from the Earth’s surface and the IFOV of the detectors determines the spatial
resolution of the system. A separate linear array is required to measure each spectral band or
channel. For every scan line, the energy detected by individual detectors of the linear array
is sampled electronically and then digitally recorded. Charged coupled devices (CCDs) are
the most commonly used detector elements for linear array sensors. HRV (high resolution
vidicon) sensor of SPOT satellites, MESSR (multispectral electronic self-scanning radiome-
ter) of MOS-1 satellite (Marine observation satellite) are examples of linear CCD sensors.
MESSR of MOS-1 satellite has 2048 elements with an interval of 14 mm.

As compared to push broom scanners, optical mechanical scanners offer narrower view
angles and small band-to-band registration error. However, push broom scanners have a longer
dwell time and this feature allows more energy to be detected, which improves the radiometric
resolution. The increased dwell time also facilitates a smaller IFOV and narrower bandwidth



Passive Sensors 435

Figure 10.9 Push broom scanner

for each detector. Thus, a finer spatial and spectral resolution can be achieved in case of push
broom scanners without impacting the radiometric resolution. Moreover, they are cheaper,
lighter and more reliable as they do not have any moving part and also require less power.
However, calibration of detectors is very crucial in the case of push broom sensors to avoid
vertical stripping in the images.

10.5.1.3 Central Perspective Scanners

These scanners employ either the electromechanical or linear array technology to form image
lines, but images in each line form a perspective at the centre of the image rather than at the
centre of each line. In this case, during image formation, the sensing device does not actually
move relative to the object being sensed. Thus all the pixels are viewed from the same central
position in a manner similar to a photographic camera. This results in geometric distortions
in the image similar to those that occur in photographic data. In satellite-derived imagery,
however, radial displacement effects are barely noticeable because of the much smaller field-
of-view relative to the orbital altitude. The early frame sensors used in vidicon cameras such
as the return beam vidicon in Landsat-1, 2 and 3 satellites operated from a central perspective.

It may be mentioned here that some scanners have the capability of inclining their viewing
axes to either side of the nadir, which is referred to as oblique viewing. In the case of oblique
viewing, the median line corresponding to the centre of the field (referred to as the instru-
mentation track) is offset from the satellite ground track. This concept is further explained in
Figure 10.10.
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Figure 10.10 Oblique viewing

10.5.2 Passive Non-scanning Sensors

These sensors are further subdivided into imaging and non-imaging sensors depending upon
the methodology by which the image is acquired.

Passive non-scanning non-imaging sensors include microwave radiometers, magnetic sen-
sors, gravimeters, Fourier spectrometers, etc. A Microwave radiometer is a passive device that
records the natural microwave emission from Earth. It can be used to measure the total water
content of the atmosphere within its field-of-view.

Passive non-scanning imaging sensors include still multispectral and panchromatic cam-
eras and television cameras. Camera systems employ passive optical sensors, a lens system
comprising of a number of lenses to form an image at the focal plane and a processing unit.
The ground coverage of the image taken by them depends on several factors, including the
focal length of the lens system, the altitude of the satellite and the format and size of the film.
Some of the well-known examples of space cameras are the metric camera on board the Space
Shuttle by ESA (European space agency), the large format camera (LFC) also on board the
Space Shuttle by NASA (National aeronautics and space administration) and the KFA 1000 on
board Cosmos by Russia. Figure 10.11 shows the LFC camera. It comprises a film magazine,
a device for fixing the camera level and for forward motion compensation, a lens and filter
assembly and a thermal exposure system.

Multispectral cameras take images in the visible and the reflective IR bands on
separate films and are mainly used for photointerpretation of land surface covers. Panchro-
matic cameras have a wide field-of-view and hence are used for reconnaissance sur-
veys, surveillance of electrical transmission lines and supplementary photography with
thermal imagery.
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Figure 10.11 LFC camera

10.6 Active Sensors

Active sensor systems comprise both a transmitter as well as a receiver. The transmitter emits
electromagnetic radiation of a particular wavelength band, depending upon the intended ap-
plication. The receiver senses the same electromagnetic radiation reflected or scattered by the
ground. Similar to passive sensors, active sensors can also be further categorized into two
types, namely the scanning and non-scanning sensors.

10.6.1 Active Non-scanning Sensors

Active non-scanning sensor systems include microwave altimeters, microwave scatterometers,
laser distance meters and laser water depth meters. Microwave altimeters or radar altimeters are
used to measure the distance between the satellite and the ground surface by measuring the time
delaybetween the transmissionof themicrowavepulsesand the receptionof thesignals scattered
back from the Earth’s surface. Some applications of microwave altimetry are in ocean dynamics
of the sea current, geoid and sea ice surveys. Microwave scatterometers are used to measure
wind speed and direction over the ocean surface by sending out microwave pulses along several
directions and recording the magnitude of the signals backscattered from the ocean surface. The
magnitude of the backscattered signal is related to the ocean surface roughness, which in turn is
dependent on the surface wind condition. Some of the satellites having scatterometers as their
payloads include Sesat, ERS-1 and 2 and QuickSat. Laser distance meters are devices having
the same principle of operation as that of microwave altimeters except that they send laser pulses
in the visible or the IR region instead of the microwave pulses.

10.6.2 Active Scanning Sensors

The most common active scanning sensor used is the synthetic aperture radar (SAR). In syn-
thetic aperture radar imaging, microwave pulses are transmitted by an antenna towards the
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Figure 10.12 Principle of operation of synthetic aperture radar

Earth’s surface and the energy scattered back to the sensor is measured (Figure 10.12). SAR
makes use of the radar principle to form an image by utilizing the time delay of the backscattered
signals.

Generally, oblique viewing or side-looking viewing is used in the case of SAR and is often
restricted to one side of the satellite trajectory, either left or right (Figure 10.13). The microwave

Figure 10.13 Oblique viewing for synthetic aperture radar
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beam is transmitted obliquely at right angles to the direction of flight and hence the swath (C)
covered by the satellite is offset from the nadir. The SAR produces a two-dimensional image
of the object. The range (D) refers to the across-track dimension perpendicular to the flight
direction, while the azimuth (E) refers to the along-track dimension parallel to the flight di-
rection. The across-track resolution or the ground swath resolution depends upon the length
of the microwave pulse and the angle of incidence and hence the slant range. Two distinct
targets on the surface will be resolved in the range dimension if their separation is greater
than half the pulse length. The azimuth or along-track resolution is determined by the an-
gular width of the radiated microwave beam and the slant range distance. The narrower the
beam, the better is the ground resolution. As the beam width is inversely proportional to
the size of the antenna, the longer the antenna the narrower is the beam. It is not feasible
for a spacecraft to carry a very long antenna, which is required for high resolution imaging
of the Earth’s surface. To overcome this limitation, the SAR capitalizes on the motion of
the satellite to emulate a large antenna (1–5 km) from the small antenna (2–10 m) it actu-
ally carries on board. Some of the satellites having SAR sensors include Radarsat, ERS and
Sesat.

SAR can make use of vertical (V) or horizontal (H) polarization for emission and recep-
tion. Four types of images can thus be obtained, two with parallel polarization (HH and VV)
and two with cross-polarization (HV and VH). It is also possible to use the phase differ-
ence between two radar echoes returned by the same terrain and received along two trajec-
tories very close together for reconstructing terrain relief. This technique is referred to as
interferometry.

10.7 Types of Images

The data acquired by satellite sensors is processed, digitized and then transmitted to ground
stations to construct an image of the Earth’s surface. Depending upon the kind of processing
used, the satellite images can be classified into two types, namely primary and secondary
images. Secondary images can be further subcategorized into various types. In this section,
various types of satellite images will be discussed in detail.

10.7.1 Primary Images

The raw images taken from the satellite are referred to as primary images. These raw images
are seldom utilized directly for remote sensing applications but are corrected, processed and
restored in order to remove geometric distortion, blurring and degradation by other factors and
to extract useful information from them.

10.7.2 Secondary Images

As mentioned above, the primary images are processed so as to enhance their features for
better and precise interpretation. These processed images are referred to as secondary im-
ages. Secondary images are further classified as monogenic images and polygenic images,
depending upon whether one or more primary images have been used to produce the
secondary image.
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10.7.2.1 Monogenic Secondary Images

Monogenic image, also referred to as panchromatic image, is produced from a single primary
image by applying changes to it like enlargement, reduction, error correction, contrast adjust-
ments, etc. Some of the techniques used for producing monogenic images are changing the
pixel values in the primary image with either the difference in values between the adjacent
pixels for gradient images or by the pixel occuring most commonly for smoothened images.
Monogenic images are mostly displayed as a grey scale image or sometimes as a single colour
image.

In the case of optical images, the brightness of a particular pixel in the image is proportional to
the solar radiation reflected by the target. For the thermal and microwave images, the brightness
of the pixel in the image is proportional to the thermal characteristics of the object and the
microwave radiation scattered or emitted by the object respectively. Figures 10.14 (a) and (b)
respectively show an image and its corresponding monogenic secondary image in which the
grey scale adjustment has been made in such a way that the darkest grey is seen as black and
the lightest grey is seen as white.

Figure 10.14 (a) Primary image and (b) corresponding monogenic secondary image

10.7.2.2 Polygenic Secondary Images

Polygenic secondary images are composite images formed by combining two or three primary
images in order to make the extraction of information from the image easier and more mean-
ingful. The images used can be either optical, thermal or microwave images. Polygenic images
are further classified as multispectral images or multitemporal images depending upon whether
the primary images used for generating the polygenic image are acquired simultaneously or at
different times.

In multispectral images, three images taken in different spectral bands are each assigned a
separate primary colour. Depending upon the assignment of the primary colours to these im-
ages, they can be further classified as natural colour composite images, false colour composite
images and true colour composite images.

In a true colour composite image, the spectral bands correspond to the three primary colours
and are assigned a display colour the same as their own colour. The R colour of the display
is assigned to the red band, the G colour to the green band and the B colour to the blue band,
resulting in images similar to that seen by a human eye. Hence, a true colour composite image
always uses the red, green and blue spectral bands and assigns the same display colour as the
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spectral band. For example, the image in Figure 10.15 (a) is a true colour composite image
of San Francisco Bay taken by the Landsat satellite. This image is made by assigning R, G
and B colours of the display to the red, green and blue wavelength bands (bands 3, 2 and 1)
respectively of the Landsat thematic mapper. Hence, the colours of the image resemble what
is observed by the human eye. The salt pond appears green or orange-red due to the colour of
the sediments they contain. Urban areas in the image, Palo Alto and San Jose, appear grey and
the vegetation is either dark green (trees) or light brown (dry grass).

Figure 10.15 (a) True colour composite and (b) False colour composite images of San Francisco
Bay taken by the Landsat satellite (Reproduced by permission of © NPA Ltd., www.npagroup.com).
(c) Natural colour composite image taken by the SPOT satellite (Reproduced by permission of SPOT
Image – © CNES). The images shown in Figure 10.15 are the grey scale versions of the original images
and therefore various colours have been reproduced in corresponding grey shades. Original images are
available on the companion website at www.wiley.com/go/maini

If the spectral bands in the image do not correspond to the three primary colours, then the
resulting image is called a false colour composite image. Hence, the colour of an object in
the displayed image has no resemblance to its actual colour. It may be mentioned here that
microwave radar images can also be used here. There are many schemes for producing false
colour composite images with each one best suited for a particular application. Figure 10.15 (b)
shows a false colour composite image corresponding to the true colour composite image shown
in Figure 10.15(a). Here the red colour is assigned to the near IR band, the green colour to
the red band and the blue colour to the green band. This combination is best suited for the
detection of various types of vegetation. Here the vegetation appears in different shades of red
(as it has a very strong reflectance in the near IR band) depending upon its type and condition.
This image also provides a better discrimination between the greener residential areas and the
other urban areas.

In case of sensors not having one or more of the three visible bands, the optical images
lack these visual bands. In this case, the spectral bands may be combined in such a way that
the appearance of the displayed image resembles a visible colour photograph. Such an image
is termed the natural colour composite image. As an example, the SPOT HRV multispectral
sensor does not have a blue band. The three bands correspond to green, red and near IR bands.
These bands are combined in various proportions to produce different images. These images
are then assigned the red, green and blue colours to produce natural colour images as shown
in Figure 10.15 (c).

Multitemporal images, as mentioned earlier, are secondary images produced by combining
two or more primary images taken at different times. Each primary image taken at a particular
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time is assigned one colour. Then, these various primary images are combined together. The
resultant image is referred to as a multitemporal image. Multitemporal images are particularly
helpful in detecting land cover changes over a period of time. Figure 10.16 shows a multitem-
poral image formed from two images of the River Oder in Frankfurt taken by the SAR sensor
on the ERS satellite on 21 July 2001 and 6 August 2001. The picture highlights the flooded
areas on 6 August 2001 as compared to those on 21 July 2001. The flooded areas appear dark
blue in colour in the image.

Figure 10.16 Multitemporal image (Reproduced by permission of © ESA 1997. Processed by
Eurimage ESA ESRIN Earth Watching Team). The image shown in Figure 10.16 is the grey scale
version of the original image in colour. The original image is available on the companion website at
www.wiley.com/go/maini

10.8 Image Classification

The processed satellite images are classified using various techniques in order to categorize
the pixels in the digital image into one of the several land cover classes. The categorized
data is then used to produce thematic maps of the land cover present in the image. Normally,
multispectral data are used to perform the classification and the spectral pattern present within
the data for each pixel is used as the numerical basis for categorization. The objective of image
classification is to identify and portray, as a unique grey level (or colour), the features occurring
in an image in terms of the object or type of land cover they actually represent on the ground.
There are two main classification methods, namely:

1. Supervised Classification
2. Unsupervised Classification

With supervised classification, the land cover types of interest (referred to as training sites
or information classes) in the image are identified. The image processing software system is
then used to develop a statistical characterization of the reflectance for each information class.
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Once a statistical characterization has been achieved for each information class, the image is
then classified by examining the reflectance for each pixel and making a decision about which
of the signatures it resembles the most.

Unsupervised classification is a method that examines a large number of unknown pixels
and divides them into a number of classes on the basis of natural groupings present in the image
values. Unlike supervised classification, unsupervised classification does not require analyst-
specified training data. The basic principle here is that data values within a given class should
be close together in the measurement space (i.e. have similar grey levels), whereas for different
classes these values should be comparatively well separated (i.e. have very different grey levels).
Unsupervised classification is becoming increasingly popular with agencies involved in long
term GIS (geographic information system) database maintenance. Unsupervised classification
is useful for exploring what cover types can be detected using the available imagery. However,
the analyst has no control over the nature of the classes. The final classes will be relatively
homogeneous but may not correspond to any useful land cover classes.

10.9 Image Interpretation

Extraction of useful information from the images is referred to as image interpretation. In-
terpretation of optical and thermal images is more or less similar. However, interpretation
of microwave images is quite different. In this section various techniques used to interpret
different types of images are described.

10.9.1 Interpreting Optical and Thermal Remote Sensing Images

These images mainly provide four types of information:

1. Radiometric information
2. Spectral information
3. Textural information
4. Geometric and contextual information

Radiometric information corresponds to the brightness, intensity and tone of the images.
Panchromatic optical images are generally interpreted to provide radiometric information.
Multispectral or colour composite images are the main sources of spectral information. The
interpretation of these images requires understanding of the spectral reflectance signatures of
the objects of interest. Different bands of multispectral images may be combined to accentuate
a particular object of interest. Textural information, provided by high resolution imagery, is
an important aid in visual image interpretation. The texture of the image may be used to
classify various kinds of vegetation covers or forest covers. Although all of them appear to be
green in colour, yet they will have different textures. Geometric and contextual information
is provided by very high resolution images and makes the interpretation of the image quite
straightforward. Extraction of this information, however, requires prior information about the
area (like the shape, size, pattern, etc.) in the image.
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10.9.2 Interpreting Microwave Remote Sensing Images

Interpretation of microwave images is quite different from that of optical and thermal images.
Images from active microwave remote sensing systems images suffer from a lot of noise,
referred to as speckle noise, and may require special filtering before they can be used for in-
terpretation and analysis. Single microwave images are usually displayed as grey scale images
where the intensity of each pixel represents the proportion of the microwave radiation backscat-
tered from that area on the ground in the case of active microwave systems and the microwave
radiation emitted from that area in the case of passive microwave systems. The pixel intensity
values are often converted to a physical quantity called the backscattering coefficient, mea-
sured in decibel (dB) units, with values ranging from +5 dB for very bright objects to −40 dB
for very dark surfaces. The higher the value of the backscattering coefficient, the rougher is
the surface being imaged. Flat surfaces such as paved roads, runways or calm water normally
appear as dark areas in a radar image since most of the incident radar pulses are specularly
reflected away. Trees and other vegetations are usually moderately rough on the wavelength
scale. Hence, they appear as moderately bright features in the image. Ships on the sea, high
rise buildings and regular metallic objects such as cargo containers, built-up areas and many
man-made features, etc., appear as very bright objects in the image. The brightness of areas
covered by bare soil may vary from very dark to very bright depending on its roughness and
moisture content. Typically, rough soil appears bright in the image. For similar soil roughness,
the surface with a higher moisture content will appear brighter.

Multitemporal microwave images are used for detecting land cover changes over the period
of image acquisition. The areas where no change in land cover occurs will appear in grey while
areas with land cover changes will appear as colourful patches in the image.

10.9.3 GIS in Remote Sensing

The geographic information system (GIS) is a computer-based information system used
to digitally represent and analyse the geographic features present on the Earth’s surface.
Figure 10.17 shows the block diagram of a typical GIS system. The GIS is used to integrate
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Figure 10.17 Block diagram of a typical GIS system
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the remote sensing data with the geographic data, as it will help to give a better understanding
and interpretation of remote sensing images. It also assists in the automated interpretation,
detecting the changes occurring in an area and in map revision processes. For example, it is
not enough to detect land cover change in an area, as the final goal is to analyse the cause
of the change or to evaluate the impact of the change. Hence, the remote sensing data should
be overlaid on maps such as those of transportation facilities and land use zoning in order
to extract this information. In addition, the classification of remote sensing imagery will be-
come more accurate if the auxiliary data contained in the maps are combined with the image
data.

The history of the GIS dates back to the late 1950s, but the first GIS software came in
the late 1970s from the laboratory of the Environmental Systems Research Institute (ESRI),
Canada. Evolution of the GIS has transformed and revolutionized the ways in which planners,
engineers, managers, etc., conduct database management and analysis.

The GIS performs the following three main functions:

1. To store and manage geographic information comprehensively and effectively.
2. To display geographic information depending on the purpose of use.
3. To execute query, analysis and evaluation of geographic information effectively.

The GIS uses the remote sensing data either as classified data or as image data. Land
cover maps or vegetation maps classified from remote sensing data can be overlaid on to
other geographic data, which enables analysis for environmental monitoring and its change.
Remote sensing data can be classified or analysed with other geographic data to obtain a higher
accuracy of classification. Using the information available in maps like the ground height and
slope gradient information, it becomes easier to extract relevant information from the remote
sensing images.

10.10 Applications of Remote Sensing Satellites

Data from remote sensing satellites is used to provide timely and detailed information about
the Earth’s surface, especially in relation to the management of renewable and non-renewable
resources. Some of the major application areas for which satellite remote sensing is of great
use is assessment and monitoring of vegetation types and their status, soil surveys, mineral
exploration, map making and revision, production of thematic maps, planning and monitoring
of water resources, urban planning, agricultural property management planning, crop yield
assessment, natural disaster assessment, etc. Some of the applications are described in detail
in this section.

10.10.1 Land Cover Classification

Land cover mapping and classification corresponds to identifying the physical condition of the
Earth’s surface and then dividing the surface area into various classes, like forest, grassland,
snow, water bodies, etc., depending upon its physical condition. Land cover classification helps
in the identification of the location of natural resources. Figure 10.18 (a) is a digital satellite
image showing the land cover map of Onslow Bay in North Carolina taken by Landsat’s
thematic mapper (TM) in February 1996. Figure 10.18 (b) is the land cover classification map
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derived from the satellite image shown in Figure 10.18(a) using a variety of techniques and
tools, dividing the area into 15 land cover classes.

Figure 10.18 (a) Digital satellite image showing the land cover map of Onslow Bay in North
Carolina taken by Landsat’s thematic mapper (TM) in February 1996 and (b) the land cover classifi-
cation map derived from the satellite image in Figure 10.18(a) (Courtesy: National Oceanic and Atmo-
spheric Administration (NOAA) Coastal Services Center, www.csc.noaa.gov, USA). These images are
grey scale versions of original colour images. Original images are available on the companion website
at www.wiley.com/go/maini

10.10.2 Land Cover Change Detection

Land cover change refers to the seasonal or permanent changes in the land cover types. Seasonal
changes may be due to agricultural changes or the changes in forest cover and the permanent
changes may be due to land use changes like deforestation or new built towns, etc. Detection of
permanent land cover changes is necessary for updating land cover maps and for management
of natural resources. Satellites detect these permanent land cover changes by comparing an old
image and an updated image, with both these images taken during the same season to eliminate
the effects of seasonal change.

Figure 10.19 shows three photographs of Kuwait taken by the Landsat satellite. Figures 10.19
(a), (b) and (c) show Kuwait City before, during and after the Gulf War respectively. The red
part of the images show the vegetation and the bright areas are the deserts. Clear, deep water
looks almost black, but shallow or silty water looks lighter. The Landsat image during the war
shows that the city is obscured by smoke plume from burning oil wells. There were around
600 oil wells that were set on fire during the war. The third image was acquired after the fires
had been extinguished. It shows that the landscape had been severely affected by the war. The
dark grey patched areas in the third image are due to the formation of a layer of hardened
‘tarcete’ formed by the mixing of the sand and gravel on the land’s surface with oil and soot.
Black pools within the dark grey tarcrete are the oil wells that were formed after the war. It
was detected from the satellite images that some 300 oil wells were formed. Satellite images
provided a cost effective method of identifying these pools and other changes to quantify the
amount of damage due to the war, in order to launch an appropriate clean-up programme.
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Figure 10.19 Image of Kuwait City taken by Landsat satellite (a) before the Gulf war in August 1990,
(b) during the Gulf war in February 1991 and (c) after the Gulf war in November 1991 (Data available
from US Geological Survey). These images are grey scale versions of original colour images. Original
images are available on the companion website at www.wiley.com/go/maini

10.10.3 Water Quality Monitoring and Management

Satellite imagery helps in locating, monitoring and managing water resources over large areas.
Water resources are mapped in the optical and the microwave bands. Water pollution can be
determined by observing the colour of water bodies in the images obtained from the satellite.
Clear water is bluish in colour, water with vegetation appears to be greenish-yellow while turbid
water appears to be reddish-brown. Structural geographical interpretation of the imagery also
aids in determining the underground resources. The changing state of many of the world’s water
bodies is monitored accurately over long periods of time using satellite imagery. Figure 10.20
shows a false colour composite image taken from the IKONOS satellite, displaying the water
clarity of the lakes in Eagan, Minnesota. Scientists measured the water quality by observing
the ratio of blue to red light in the satellite data. Water quality was found to be high when the
amount of blue light reflected off the lakes was high and that of red light was low. Lakes loaded
with algae and sediments, on the other hand, reflect less blue light and more red light. Using
images like this, scientists created a comprehensive water quality map for the water bodies in
the region.
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Figure 10.20 False colour composite image taken by the IKONOS satallite displaying the water clarity
of the lakes in Eagan, Minnesota (Reproduced by permission of the University of Minnesota, Remote
Sensing and Geospatial Analysis Laboratory). The image is the grey scale version of the original colour
image. Original image is available on the companion website at www.wiley.com/go/maini

10.10.4 Flood Monitoring

Satellite images provide a cost effective and potentially rapid means to monitor and map the
devastating effects of floods. Figures 10.21 (a) and (b) show the false colour composite images
of the Pareechu River in Tibet behind a natural dam forming an artificial lake, taken by the
advanced space-borne thermal emission and reflection radiometer (ASTER) on NASA’s Terra
satellite on 1 September 2004 and 15 July 2004 respectively. From the two images it is evident
that the water levels were visibly larger on 1 September 2004 than they were on 15 July 2004.
The lake posed a threat to communities downstream in northern India, which would have been
flooded if the dam had burst.

Figure 10.21 Flood monitoring using remote sensing satellites (Courtesy: NASA). These images are
grey scale versions of original colour images. Original images are available on the companion website
at www.wiley.com/go/maini
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10.10.5 Urban Monitoring and Development

Satellite images are an important tool for monitoring as well as planning urban development
activities. Time difference images can be used to monitor changes due to various forms of
natural disasters, military conflict or urban city development. Figures 10.22 (a) and (b) show
Manhattan before and after the 11 September 2001 attacks on the World Trade Center. These
images have a resolution of 1 m and were taken by the IKONOS satellite. Remote sensing data
along with the GIS is used for preparing precise digital basemaps of the area, for formulating
proposals and for acting as a monitoring tool during the development phase. They are also
used for updating these basemaps from time to time.

Figure 10.22 Images of Manhattan (a) before and (b) after the 11 September 2001 attacks, taken by the
IKONOS satellite (Satellite imagery courtesy of GeoEye). These images are grey scale versions of original
colour images. Original images are available on the companion website at www.wiley.com/go/maini

10.10.6 Measurement of Sea Surface Temperature

The surface temperature of the sea is an important index for ocean observation, as it pro-
vides significant information regarding the behaviour of water, including ocean currents,
formation of fisheries, inflow and diffusion of water from rivers and factories. Satellites
provide very accurate information on the sea surface temperatures. Temperature measure-
ment by remote sensing satellites is based on the principle that all objects emit electromag-
netic radiation of different wavelengths corresponding to their temperature and emissivity. The
sea surface temperature measurements are done in the thermal infrared bands. Figure 10.23
shows the sea surface temperature map derived from the thermal IR image taken by the
GMS-5 satellite.
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Figure 10.23 Sea surface temperature map derived from the thermal IR image taken by the GMS-5
satellite (Reproduced by permission of © Japan Meteorological Agency). The image is the grey scale
version of the original colour image. Original image is available on the companion website at
www.wiley.com/go/maini

10.10.7 Deforestation

Remote sensing satellites help in detecting, identifying and quantifying the forest cover areas.
This data is used by scientists to observe and assess the decline in forest cover over a period of
several years. The images in Figure 10.24 show a portion of the state of Rondônia, Brazil, in
which tropical deforestation has occurred. Figures 10.24 (a) and (b) are the images taken by the
multispectral scanners of the Landsat-2 and -5 satellites in the years 1975 and 1986 respectively.
Figure 10.24 (c) shows the image taken by the thematic mapper of the Landsat-4 satellite in
the year 1992. It is evident from the images that the forest cover has reduced drastically.

10.10.8 Global Monitoring

Remote sensing satellites can be used for global monitoring of various factors like vegetation,
ozone layer distribution, gravitational fields, glacial ice movement and so on. Figure 10.25
shows the vegetation distribution map of the world formed by processing and calibrating 400
images from the NOAA remote sensing satellite’s AVHRR sensor. This image provides an
unbiased means to analyse and monitor the effects of droughts and long term changes from
possible regional and global climate changes. Figure 10.26 shows the global ozone distribution
taken by the global ozone monitoring experiment (GOME) sensor on the ERS-2 satellite.
Measurement of ozone distribution can be put to various applications, like informing people
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Figure 10.24 Images taken by the multispectral scanners of (a) Landsat-2 satellite in the year 1975
and (b) Landsat-5 satellite in the year 1986. (c) Image taken by the thematic mapper of the Landsat-4
satellite in the year 1992 (Data available from US Geological Survey). These images are grey scale
versions of original colour images. Original images are available on the companion website at
www.wiley.com/go/maini

Figure 10.25 Vegetation distribution map of the world (Reproduced by permission of © NOAA/NPA).
The image is the grey scale version of the original colour image. Original image is available on the
companion website at www.wiley.com/go/maini
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of the fact that depletion of the ozone layer poses serious health risks and taking measures to
prevent depletion of the ozone layer. The figure shows that the ozone levels are decreasing
with time. Satellites also help us to measure the variation in the gravitational field precisely,
which in turn helps to give a better understanding of the geological structure of the sea floor.
Gravitational measurements are made using active microwave sensors.

Figure 10.26 Global ozone distribution (Reproduced by permission of © DLR/NPA). The image is the
grey scale version of the original colour image. Original image is available on the companion website
at www.wiley.com/go/maini

10.10.9 Predicting Disasters

Remote sensing satellites give an early warning of the various natural disasters like earth-
quakes, volcanic eruptions, hurricanes, storms, etc., thus enabling the evasive measures to be
taken in time and preventing loss of life and property. Geomatics, a conglomerate of measur-
ing, mapping, geodesy, satellite positioning, photogrammetry, computer systems and computer
graphics, remote sensing, geographic information systems (GIS) and environmental visualiza-
tion is a modern technology, that plays a vital role in mitigation of natural disasters.

10.10.9.1 Predicting Earthquakes

Remote sensing satellites help in predicting the time of the earthquake by sensing some precur-
sory signals that the earthquake faults produce. These signals include changes in the tilt of the
ground, magnetic anomalies, swarms of micro-earthquakes, surface temperature changes and
a variety of electrical field changes prior to the occurrence of earthquakes. As an example, the
French micro-satellite Demeter detects electromagnetic emissions from Earth that can be used
for earthquake prediction. The NOAA/AVHRR series of satellites take themal images and can
be used to predict the occurrence of earthquakes. It is observed that the surface temperature of
the region where the earthquake is to happen increases by 2–3 ◦C prior to the earthquake (7–24
days before) and fades out within a day or two after the earthquake has occurred. As an ex-
ample, Figure 10.27 shows the infrared data images taken by the moderate resolution imaging
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spectroradiometer (MODIS) on board NASA’s Terra satellite of the region surrounding Gujarat,
India. These images show a ‘thermal anomaly’ appearing on 21 January 2001 [Figure 10.27
(b)] prior to the earthquake on 26 January 2001. The anomaly disappears shortly after the
earthquake [Figure 10.27 (c)]. The anomaly area appears yellow-orange. The boxed star in the
images indicates the earthquake’s epicentre. The region of thermal anomaly is southeast of
the Bhuj region, near to the earthquake’s epicentre. Multitemporal radar images of Earth can
also be used to predict the occurrence of earthquakes by detecting the changes in the ground
movement.

Figure 10.27 Predicting earthquakes using infrared data images from NASA’s Terra satellite (Courtesy:
NASA). The images are grey scale versions of original colour images. Original images are available
on the companion website at www.wiley.com/go/maini

In addition to predicting the time of occurrence of an earthquake, remote sensing satellites
are also used for earthquake disaster management. High resolution satellites having a reso-
lution better than 1 m have revolutionized the concept of damage assessments, which were
earlier carried out by sending a team of specialists into the field in order to visually assess
the damage. This helps to speed up the process of damage assessment and could provide
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invaluable information for the rescue or assessment team when they are en route to a disas-
ter site in a cost effective and unbiased fashion. This information also helps in planning the
evacuation routes and designing centres for emergency operations. Figure 10.28 shows the
use of remote sensing images for mapping damage due to an earthquake with Figure 10.28
(a) showing badly damaged buildings (red mark) and Figure 10.28 (b) showing less damaged
buildings (yellow mark). It may be mentioned here that global positioning satellites (GPS) are
also used for predicting earthquake occurrences by detecting precise measurements of the fault
lines.

Figure 10.28 Use of images from remote sensing satellites for mapping building damage due to
earthquake (Image source: GIS Development Private Limited). The images are the grey scale ver-
sions of the original colour images. Original images are available on the companion website at
www.wiley.com/go/maini

10.10.9.2 Volcanic Eruptions

Satellites are an accurate, cost effective and efficient means of predicting volcanic eruptions as
compared to ground-based methods. Remote sensing satellites and global positioning satellites
are used for predicting the occurrence of volcanic eruptions. Remote sensing satellites use
thermal, optical and microwave bands for predicting volcanic eruptions.

Before a volcano erupts, it usually has increased thermal activity, which appears as elevated
surface temperature (hot spots) around the volcano’s crater. Early detection of hot spots and
their monitoring is a key factor in predicting possible volcanic eruptions. Hence by taking in-
frared images, a medium term warning can be made about an eruption that may be several
days to some weeks away. The method is particularly useful for monitoring remote volca-
noes. Active microwave techniques can be used to detect how the mountains inflate as hot
rock is injected beneath them. As an example, the TOMS (total ozone mapping spectrom-
eter) satellite produced an image of the Pinatubo volcanic cloud (emitted during the erup-
tion in 1991) over a nine day period, showing the regional dispersal of the sulfur dioxide
plume.

Precision surveying with GPS satellites can detect bulging of volcanoes months to years
before an eruption, but is not useful for short term eruption forecasting. Two or more satellite
images can be combined to make digital elevation models, which also help in predicting volcanic
eruptions. Satellite images taken after the volcanic eruption help in the management of human
resources living near the volcanic area by predicting the amount and direction of the flow of lava.
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10.10.10 Other Applications

Other important applications of remote sensing satellites include the computation of digital
elevation models (DEM) using two satellite images viewing the same area of Earth’s surface
from different orbits. Yet another application of remote sensing satellites is in the making of
topographic maps that are used for viewing the Earth’s surface in three dimensions by drawing
landforms using contour lines of equal elevation. Remote sensing satellites are also used for
making snow maps and for providing data on snow cover, sea ice content, river flow and
so on.

10.11 Major Remote Sensing Missions

In this section three major remote sensing satellite missions will be described, namely the
Landsat, SPOT and Radarsat satellite systems. The Landsat and SPOT systems operate in
the optical and the thermal bands while Radarsat is a microwave remote sensing satellite
system.

10.11.1 Landsat Satellite System

Landsat is a remote sensing satellite programme of the USA, launched with the objective of
observing Earth on a global basis. It is the longest running enterprise for the acquisition of
imagery of Earth from space. The Landsat programme comprises a series of optical/thermal
remote sensing satellites for land observation purposes. Landsat imagery is used for global
change research and applications in agriculture, water resources, urban growth, geology,
forestry, regional planning, education and national security. Scientists use Landsat satellites to
gather images of the land surface and surrounding coastal regions for global change research,
regional environmental change studies and other civil and commercial purposes.

Seven Landsat satellites have been launched to date. All these satellites are three-axis stabi-
lized orbiting in near polar sun-synchronous orbits. The first generation of Landsat satellites
[Figure 10.29 (a)] comprised three satellites, Landsat-1, -2 and -3, also referred to as Earth
resource technology satellites, ERTS-1, -2 and -3 respectively. Landsat-1 was launched on 23
July 1972, with a design life of one year but it remained in operation for six years until January
1978. Landsat-1 carried on board two Earth viewing sensors – a return beam vidicon (RBV)
and a multispectral scanner (MSS). Landsat-2 and -3 satellites launched in 1975 and 1978
respectively, had similar configurations.

The second generation of Landsat satellites [Figure 10.29 (b)] comprised of Landsat-4
and -5 satellites, launched in 1982 and 1984 respectively. Landsat-4 satellite carried a MSS and
a thematic mapper (TM). Landsat-5 satellite was a duplicate of Landsat-4 satellite. Landsat-6
satellite was launched in October 1993 but failed to reach the final orbit. It had an enhanced
thematic mapper (ETM) payload. Landsat-7 was launched in the year 1999 to cover up for the
loss of Landsat-6 satellite. Landsat-7 satellite [Figure 10.29 (c)] comprised an advanced ETM
payload referred to as the enhanced thematic mapper plus (ETM+). Currently, Landsat-5 and
Landsat-7 satellite are operational. Future plans include the launch of Landsat-8 satellite in the
near future. Table 10.2 enumerates the salient features of the Landsat satellites.
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Figure 10.29 (a) First generation Landsat satellites, (b) second generation Landsat satellites and (c)
Landsat-7 satellite (Courtesy: NASA)

Table 10.2 Salient features of Landsat satellites
Satellites Orbit Altitude

(km)
Orbital
period
(min)

Inclination
(degrees)

Temporal
resolution
(days)

Equatorial
crossing
(a.m)

Sensors

Landsat-1 Sun-synchronous 917 103 99.1 18 9:30 RBV, MSS
Landsat-2 Sun-synchronous 917 103 99.1 18 9:30 RBV, MSS
Landsat-3 Sun-synchronous 917 103 99.1 18 9:30 RBV, MSS
Landsat-4 Sun-synchronous 705 99 98.2 16 9:30 MSS, TM
Landsat-5 Sun-synchronous 705 99 98.2 16 9:30 MSS, TM
Landsat-6 Sun-synchronous 705 99 98.2 16 10:00 ETM
Landsat-7 Sun-synchronous 705 99 98.2 16 10:00 ETM+

10.11.1.1 Payloads on Landsat Satellites

1. Return beam vidicon (RBV). Landsat-1, -2 and -3 satellites had the RBV payload. RBV
is a passive optical sensor comprising an optical camera system. The sensor comprises
three independent cameras operating simultaneously in three different spectral bands from
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blue-green (0.47–0.575 �m) through yellow-red (0.58–0.68 �m) to near IR (0.69–0.83 �m)
to sense the reflected solar energy from the ground. Each camera contained an optical lens, a
5.08 cm RBV, a thermoelectric cooler, deflection and focus coils, a mechanical shutter, erase
lamps and sensor electronics (Figure 10.30). The cameras were similar except for the spectral
filters contained in the lens assemblies that provided separate spectral viewing regions. The
RBV of Landsat-1 satellite had a resolution of 80 m and that of Landsat-2 and -3 satellites
had a resolution of 40 m.

Figure 10.30 Return beam vidicon (RBV)

2. Multispectral scanner (MSS). Landsat-1 to -5 satellites had the MSS payload. The resolu-
tion of the MSS sensor was approximately 80 m with radiometric coverage in four spectral
bands of 0.5 to 0.6 �m (green), 0.6 to 0.7 �m (red), 0.7 to 0.8 �m (near IR) and 0.8 to
1.1 �m (near IR) wavelengths. Only the MSS sensor on Landsat-3 satellite had a fifth band
in the thermal IR. MSS is a push broom kind of sensor comprising of 24-element fibre optic
array which scans from west to east across the Earth’s surface, while the orbital motion of
the spacecraft provides a natural north-to-south scanning motion. Then, a separate binary
number array for each spectral band is generated. Each number corresponds to the amount
of energy reflected into that band from a specific ground location. In the ground process-
ing system, the binary number arrays are either directly interpreted by image classification
software or reconstructed into images.

3. Thematic mapper (TM). Landsat-4 and -5 satellites had this payload. TM sensors primarily
detect reflected radiation from the Earth’s surface in the visible and near IR wavelengths like
the MSS, but the TM sensor provides more radiometric information than the MSS sensor.
The wavelength range for the TM sensor is from 0.45 to 0.53 �m (blue band 1), 0.52 to
0.60 �m (green band 2), 0.63 to 0.69 �m (red band 3), 0.76 to 0.90 �m (near IR band 4),
1.55 to 1.75 �m (shortwave IR band 5) through 2.08 to 2.35 �m (shortwave IR band 7) to
10.40 to 12.50 �m (thermal IR band 6) portion of the electromagnetic spectrum. Sixteen
detectors for the visible and mid IR wavelength bands in the TM sensor provide 16 scan
lines on each active scan. Four detectors for the thermal IR band provide four scan lines
on each active scan. The TM sensor has a spatial resolution of 30 m for the visible, near IR
and mid IR wavelengths and a spatial resolution of 120 m for the thermal IR band.

4. Enhanced thematic mapper (ETM). This instrument was carried on the Landsat-6 satellite
which failed to reach its orbit. ETM operated in seven spectral channels similar to the TM
(six with a ground resolution of 30 metres and one, thermal IR, with a ground resolution
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of 120 metres). It also had a panchromatic channel providing a ground resolution of 15
metres. ETM is an optical mechanical scanner where the mirror assembly scans in the
west-to-east and east-to-west directions, whereas the satellite revolves in the north–south
direction, hence providing two-dimensional coverage.

5. Enhanced thematic mapper plus (ETM+). This instrument was carried on board the
Landsat-7 satellite. The ETM+ instrument is an eight-band multispectral scanning
radiometer capable of providing high resolution image information of the Earth’s surface.
Its spectral bands are similar to those of the TM, except that the thermal IR band (band 6)
has an improved resolution of 60 m (versus 120 m in the TM). There is also an additional
panchromatic band operating at 0.5 to 0.9 �m with a 15 m resolution.

10.11.2 SPOT Satellite System

SPOT (satellite pour l’observation de la terre) is a high resolution, optical imaging Earth
observation satellite system run by Spot Image company of France. SPOT satellites provide
Earth observation images for diverse applications such as agriculture, cartography, cadastral
mapping, environmental studies, urban planning, telecommunications, surveillance, forestry,
land use/land cover mapping, natural hazard assessments, flood risk management, oil and
gas exploration, geology and civil engineering. The SPOT program was initiated by Centre
national d’études spatiales (CNES), a French space company in the 1970s and was developed
in association with Belgium and Swedish space companies.

Since the launch of SPOT’s first satellite SPOT-1 in 1986, the SPOT system has constantly
provided improved quality of Earth observation images. Each of SPOT-1, -2 and -3 [Figure 10.31
(a)], launched in the years 1986, 1990 and 1993 respectively carried two identical HRV (high
resolution visible) imaging instruments and two tape-recorders for imaging data. They had a de-
sign life of three years and are out of service now. Currently, two of the SPOT satellites, SPOT-4

Figure 10.31 (a) SPOT-1, -2 and -3 satellites (Reproduced by permission of © CNES), (b) SPOT-4
satellite (Reproduced by permission of © CNES/ill. D. DUCROS, 1998) and (c) SPOT-5 satellite
(Reproduced by permission of © CNES/ill. D. DUCROS, 2002)
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[Figure 10.31 (b)] and SPOT-5 [Figure 10.31 (c)], launched in the years 1998 and 2002 respec-
tively, are operational. SPOT-4 satellite carried two high resolution visible infrared (HRVIR)
imaging instruments and a vegetation instrument. SPOT-5 satellite has two high resolution spec-
troscopic (HRS) instruments and a vegetation instrument. SPOT satellites move in a circular,
sun-synchronous orbit at an altitude of 832 km. Table 10.3 enumerates the salient features of
these satellites.

Table 10.3 Salient features of SPOT satellites
Satellites Orbit Altitude

(km)
Orbital
period
(min)

Inclination
(degrees)

Temporal
resolution
(days)

Equatorial
crossing
(a.m)

Sensors

SPOT-1 Sun-synchronous 832 101 98.7 26 10:30 2 HRV
SPOT-2 Sun-synchronous 832 101 98.7 26 10:30 2 HRV
SPOT-3 Sun-synchronous 832 101 98.7 26 10:30 2 HRV
SPOT-4 Sun-synchronous 832 101 98.7 26 10:30 2 HRVIR,

vegetation
instrument

SPOT-5 Sun-synchronous 832 101 98.7 26 10:30 2 HRS,
vegetation
instrument

10.11.2.1 Payloads on Board SPOT Satellites

1. High resolution visible (HRV) instrument. SPOT-1, -2 and -3 satellites carried the HRV
push broom linear array sensor (Figure 10.32). HRV operates in two modes, namely the

Figure 10.32 HRV instrument (Reproduced by permission of Spot Image - © CNES)
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panchromatic mode and the multiband mode. In the panchromatic mode, the operational
wavelength band is quite broad, from 0.51 to 0.73 �m, having a resolution of 10 m. The
multiband mode operates in three narrow spectral bands of 0.50 to 0.59 �m (XS1 band
green), 0.61 to 0.68 �m (XS2 band red) and 0.79 to 0.89�m (XS3 band near IR), with a
resolution of 20 m per pixel. Data acquired in the two modes can also be combined to form
multispectral images. These sensors also have the capability of oblique viewing (with a
viewing angle of 27◦ relative to the vertical) on either side of the satellite nadir and hence
offering more flexibility in observation, enabling the acquisition of stereoscopic images.

2. High resolution visible infrared (HRVIR) instrument. The SPOT-4 satellite carried this
instrument. The instrument has a resolution of 20 m and operates in four spectral bands of
0.50 to 0.59 �m (B1 band green), 0.61 to 0.68 �m (B2 band red), 0.78 to 0.89 �m (B3 band
near IR) and 1.58 to 1.75 �m (B4 band shortwave IR). In addition to these bands, there is a
monospectral band (M band) operating in the same spectral region as the B2 band but having
a resolution of 10 m.

3. High resolution stereoscopic (HRS) instrument. The HRS payload flown on SPOT-5
satellite is dedicated to taking simultaneous stereo pair images (Figure 10.33). It oper-
ates in the same multispectral bands (B1, B2, B3 and B4) of the HRVIR instrument on the
SPOT-4 satellite but has a resolution of 10 m in the B1, B2 and B3 bands and 20 m in the B4
band. It also has a panchromatic mode of operation in the spectral band of 0.48 to 0.71 �m
having a resolution of 2.5 to 5 m.

Figure 10.33 High resolution stereoscopic (HRS) instrument (Reproduced by permission of Spot
Image - © CNES)

4. Vegetation instrument. Thevegetation instrumentswasflownonboardSPOT-4andSPOT-5
satellites with the instrument on SPOT-4 satellite referred to as Vegetation-1 and the instru-
ment on the SPOT-5 satellite referred to as Vegetation-2. These instruments are four channel
instruments with three channels having the same spectral band as the B2, B3 and B4 bands
of the HRVIR instrument and the fourth channel referred to as the B0 channel operating in
the 0.43 to 0.47 �m band for oceanographic applications and atmospheric corrections.
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10.11.3 Radarsat Satellite System

Radarsat is a Canadian remote sensing satellite system with two operational satellites namely
Radarsat-1 and Radarsat-2. Both the satellites carry on-board SAR sensors and orbit in sun-
synchronous orbits with an altitude of 798 km and inclination of 98.6◦. Radarsat-1 (Figure
10.34) was the first satellite launched in this system. It was launched on 4th November 1995
with the aim of studying the polar regions, to aid in maritime navigation, natural resource
identification, management of agricultural and water resources, and monitoring of environ-
mental changes. Radarsat-2, the second satellite of the Radarsat series was launched on 14th
December 2007. It is used for a variety of applications including sea ice mapping and ship
routing, iceberg detection, agricultural crop monitoring, marine surveillance for ship and pol-
lution detection, terrestrial defence surveillance and target identification, geological mapping,
land use mapping, wetlands mapping and topographic mapping.

Figure 10.34 Radarsat-1 satellite (Reproduced by permission of © Canadian Space Agency, 2006)

10.11.3.1 Radarsat Satellite Payloads

Both of the Radarsat satellites have SAR sensors operating in the C band onboard them. The
SAR sensor on Radarsat-1 satellite has the unique capability to acquire data in any one of
the possible seven imaging modes. Each mode varies with respect to swath width, resolution,
incidence angle and number of looks. Because different applications require different imaging
modes, the satellite gives users tremendous flexibility in choosing the type of SAR data most
suitable for their application. It operates in the C-band at a frequency of 5.3 GHz with HH
polarization. The ground resolution varies from 8 m to 100 m and the swath width varies from
50 km to 500 km for different imaging modes.

The Radarsat-2 SAR payload ensures continuity of all existing Radarsat-1 modes, and
offers an extensive range of additional features ranging from improvement in resolution to
full flexibility in the selection of polarization options to the ability to select all beam modes in
both left and right looking modes. The different polarization modes offered are HH, HV, VV
and VH. The ground resolution varies from 3 m to 100 m and the swath width is selectable
from 20 km to 500 km. Other salient features include high downlink power, secure data and
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telemetry, solid-state recorders, on-board GPS receiver and the use of a high-precision atti-
tude control system. The enhanced capabilities are provided by a significant improvement in
instrument design, employing a state-of-the-art phased array antenna composed of an array of
hundreds of miniature transmit-receive modules. The antenna is capable of being steered elec-
tronically over the full range of the swath and can switch between different operating modes
virtually instantaneously.

Problem 10.1
In Figure 10.35, the path of the satellite carrying a camera with its lens at C is shown by the
arrow. The camera is at a height H above the ground and has a focal length f . Determine
the scale factor of the image.

Figure 10.35 Figure for Problem 10.1

Solution: In Figure 10.35, AB is the line on the ground and PQ is its image on the film of
the camera. The scale factor is defined as the ratio (PQ/AB), assuming that the picture is
taken vertically. Since �ABC and �PQC are similar triangles,

PQ
AB

= f

H

Hence, the scale factor is determined by the ratio of the focal length of the sensor system
(f ) and its height above the Earth’s surface (H).

Problem 10.2
In Problem 10.1, it is given that the satellite is orbiting at a height of 1000 km and the sensor
focal length is 15 cm. Determine the scale factor of the image taken from the satellite.

Solution:

Scale factor = f

H
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where
f = focal length of the sensor system
H = height of the sensor system above the ground, which is the same as the satellite altitude
Therefore,

Scale factor = 15 cm/1000 km

= 15 × 10−2/1000 × 103 = 15/108

= 1.5 × 10−7

Problem 10.3
Determine the smallest actual length on the Earth’s surface whose image can be measured
by the photograph taken from the satellite system of Problem 10.2, if the measurement of
the film can be done up to 0.1 �m.

Solution: Let the smallest actual length measured by the system be L. Then

Smallest image length
Smallest actual length

= f

H

Therefore,

1 × 10−7/L = 1.5 × 10−7

L = (10−7/1.5 × 10−7) = 1/1.5

= 0.667m

The smallest length that can be measured by any system is also referred to as the resolution
of the system.

Problem 10.4
A spacecraft is orbiting Earth in a sun-synchronous orbit at an altitude of h km from the
Earth’s surface. The satellite can see only a portion of the Earth’s surface, referred to as
the horizon ‘cap’. Determine the size of this horizon ‘cap’ observed by the satellite. Also
calculate the same for the Landsat-2 satellite having an altitude of 916 km. Assume the
radius of Earth to be 6000 km.

Solution: Refer to Figure 10.36. In the figure,

S = position of the satellite
C = centre of the Earth
H = point on the horizon circle seen by the satellite
P = subsatellite point on Earth (intersection of the Earth’s surface with the line joining the

Earth’s centre to the satellite)
Q = centre of the horizon circle
� = angular separation of the horizon seen by the satellite from the Earth’s centre
� = angle subtended at the Earth’s center by the radius of the horizon circle

The circle formed by the boundary of the horizon cap is called the horizon circle. The size
of the horizon cap is specified by the size of the angular radius � of the horizon circle
seen by the satellite. �CHS is a right-angled triangle at H. Also, SP = h, CH = CP = r ,
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Figure 10.36 Figure for Problem 10.4

the radius of the Earth. Therefore,

sin � = cos � = r

r + h

Landsat-2 satellite has an altitude of 916 km and the radius of the Earth is given as 6000 km.
Therefore, the angular radius � of the horizon circle seen by the satellite is

� = cos−1(6000/6916) = 29◦

Problem 10.5
Refer to Figure 10.37(a). The satellite has to image a rectangle formed by the equator, 10◦

parallel latitude and 60◦ and 90◦ west meridians of longitude, shown by the thick black lines.
The satellite sensors will image the rectangle as shown in Figure 10.37 (b). Give reasons
why this distortion occurs in the image and the measures that can be taken to correct it.

Figure 10.37 Figures for Problem 10.5



Major Remote Sensing Missions 465

Solution: In observing Earth from space using satellite sensors, distortions are introduced
into the image because of the spherical shape of Earth. Refer to Figure 10.38. It is supposed
that a point R on the surface of the Earth is to be imaged by the satellite. The satellite
sensors can measure the angle at which point R on Earth is observed but they cannot
measure their distance from point R. So, all the points are intercepted as if they are lying
on the same plane, the plane of the horizon circle. Hence, R is imaged by the satellite
sensor as if it was at R’, in the plane of the horizon circle. All the images taken by the
satellite will therefore be distorted as it takes images by intercepting as if everything is
lying on the horizon plane rather than on the surface of the Earth.

Figure 10.38 Figure for Problem 10.5

The image is corrected using softwares so that the information relayed to Earth is free of
distortion. This is done by expressing the relationship between the angle of observation of
R (�), the angular deviation of R from the line joining the Earth’s centre to the satellite (�)
and the angle of observation of the horizon (�).
As � RTS is right angled at T,

tan � = RT/TS = RT
CS − CT

= r sin �
(r + h) − (r cos �)

As already discussed in Problem 10.4, sin � = r/(r + h). Therefore,

tan � = sin � sin �
(1 − sin � cos �)

Problem 10.6
A satellite system uses a scanning sensor, with the scanning done in the direction or-
thogonal to the flight path. The sensor employs mirrors and lenses that rotate around
an axis parallel to the flight path. Although the scanning system rotates at a constant
rate, the images formed by it are distorted. Figure 10.39 (a) shows the actual pattern and
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Figure 10.39 (b) shows the distorted image produced by the satellite. Give reasons as to
why this distortion occurs and give a solution for correcting the distortion.

Figure 10.39 Figures for Problem 10.6

Solution: Although the scanning system rotates at a constant rate, the rate at which the
scanning beam moves along the ground depends on the angle it makes with the vertical,
as shown in Figure 10.40. In order to produce an undistorted picture, the actual recording
of the images must be done at the Earth scan rate rather than at the satellite rotation
rate. The distortion shown in the figure can be corrected by making the Earth scan rate
constant, i.e. making dx/dt constant instead of making the rotation rate d�/dt constant. If
the satellite is orbiting Earth at an altitude h, then

tan � = x

h

Figure 10.40 Figure for Problem 10.6
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Differentiating with respect to time t gives

dx
dt

= h sec �(
d�
dt

)

Therefore, the solution lies in making dx/dt constant, i.e. making h sec � (d�/dt) constant
rather than making (d�/dt) constant.

10.12 Future Trends

Since the launch of the first remote sensing satellite, Landsat-1, in the early 1970s, remarkable
growth has been made in the field of remote sensing satellites both in terms of technological
developments and potential applications. The aim of the remote sensing satellite missions
of today is to provide highly reliable and accurate data and launch satellites with long life
times having a high level of redundancy and sensor stability in order to cater to the needs of
critical remote sensing applications. These applications mostly require long-term observation
with precise and accurate information. To minimize the risk of mission failure, a maximum
redundancy approach is being pursued. In a nutshell, the focus is to launch satellites with longer
lifetimes having on board them sophisticated sensors with maximum redundancy possible and
keeping the satellite mass to the minimum possible.

Technological advances have led to development of new sensors, improvement in the res-
olution of the sensors, increase in observation area and reduction in access time, i.e. time
taken between the request of an image by the user and its delivery. Future trends are to further
improve each of these parameters to have more accurate and precise remote sensing data.
Future missions will make use of new measurement technologies such as cloud radars, lidars
and polarimetric sensors that will provide new insights into the key parameters of atmospheric
temperature and moisture, soil moisture and ocean salinity. Recent developments in the field of
Lidar technology and laser terrain mapping systems will drastically reduce the time and efforts
needed to prepare digital elevation models. Improvements in sensor technology especially in
the resolution of the sensors have led to the development of hyper-spectral and ultra-spectral
systems. These systems image the scene over a large number of discrete and contiguous spec-
tral bands resulting in images over the complete reflectance spectrum. Several new gravity
field missions aimed at more precise determination of the marine geoid will also be launched
in the future. These missions will also focus on disaster management and studies of key Earth
system processes – the water cycle, carbon cycle, cryosphere, the role of clouds and aerosols
in global climate change and sea level rise.

Other than improvements in the sensor technology, great advances have been made in the
image compression and image analysis techniques. Image compression techniques have made
it possible to transfer voluminous image data. The latest image compression techniques are im-
age pyramids, fractal and wavelet compression. The image analysis techniques that will be used
extensively in the future include image fusion, interoferometry and decision support systems
and so on. Image fusion refers to merging data from a large number of sensors in hyper-spectral
and ultra-spectral systems to improve system performance, to generate sharpened images, im-
prove geometric corrections, provide stereo-viewing capabilities for stereo-photogrammetry, to
enhance certain features not visible in single data images, detect changes using multi-temporal
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data, replace defective data and substitute missing information from one image with infor-
mation from other image. Fusion of image data is done at three processing levels namely at
the pixel level, feature level and decision level. Radar interoferometry is a rapidly developing
field in which two or more images of the same location are processed together to derive the
digital elevation model. Decision support system refers to interactive, flexible and adaptable
computer based information system that aids in storing and processing the image data and aids
in the decision-making process.
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Glossary
Active remote sensing: Active remote sensing involves active artificial sources of radiation generally
mounted on the remote sensing platform that are used for illuminating the objects. The energy reflected
or scattered by the objects is recorded in this case
Aerial remote sensing: Aerial remote sensing uses platforms like aircraft, balloons, rockets, helicopters,
etc., for remote sensing
Central perspective scanners: The central perspective scanners utilizes either electromechanical or
linear array technology to form image lines, but images in each line form a perspective at the centre of
the image rather than at the centre of each line
False colour composite image: If the spectral bands in the image do not correspond to the three primary
colours, the resulting image is called a false colour composite image. Hence, the colour of an object in
the displayed image has no resemblance to its actual colour
Geographic Information System (GIS): The Geographic Information System (GIS) is a computer-
based information system used to represent digitally and analyse the geographic features present on
Earth’s surface and the events taking place on it
Instantaneous field-of-view (IFOV): This is defined as the solid angle from which the electromagnetic
radiation measured by the sensor at a given point of time emanates
Landsat satellite system: The Landsat satellite system is the USA’s remote sensing satellite programme
launched with the aim of observing Earth on a global basis. It comprises seven optical/thermal remote
sensing satellites for land observation purposes
Microwave radiometer: The microwave radiometer is a passive device that records the natural mi-
crowave emission from Earth
Microwave remote sensing systems: Microwave remote sensing systems utilize the microwave band,
generally from 1 cm to 1 m for remote sensing applications
Monogenic images (panchromatic images): Monogenic images are produced from a single primary
image by applying some changes to it, like enlargement, reduction, error correction, contrast adjustments,
in order to extract maximum information from the primary image
Multispectral images: In multispectral images, the final image is produced from three images taken in
different spectral bands and by assigning a separate primary colour to each image
Multitemporal images: Multitemporal images are secondary images produced by combining two or
more primary images taken at different times
Natural colour composite image: Natural colour composite images are those images in which the spec-
tral bands are combined in such a way that the appearance of the displayed image resembles a visible
colour photograph
Non-scanning systems: Non-scanning systems explore the entire field in one take
Optical mechanical scanner: An optical mechanical scanner is a multispectral radiometer where the
scanning is done in a series of lines oriented perpendicular to the direction of the motion of the satellite
using a rotating or an oscillating mirror
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Optical remote sensing systems: Optical remote sensing systems mainly makes use of visible
(0.3–0.7 �m), near-IR (0.72–1.30 �m) and shortwave-IR (1.30–3.00 �m) bands to form images of the
Earth’s surface. Some optical remote sensing systems also use laser radars, laser distance meters, etc.
Passive remote sensing: Passive remote sensing refers to the detection of reflected or emitted radiations
from natural sources like the sun, etc., or the detection of thermal radiation or the microwave radiation
emitted by objects
Polygenic secondary images: These are composite images formed by combining two or three primary
images in order to make the extraction of information from the image easier and more meaningful
Push broom scanners: A push broom scanner is a scanner without any mechanical scanning mirror but
with a linear array of solid semiconductor elements located at the focal plane of the lens system, which
enables it to record one line of an image at one time
Radarsat satellite system: Radarsat is a Canadian remote sensing satellite system
Radiometric resolution: Radiometric resolution refers to the smallest change in the intensity level that
can be detected by the remote sensing system
Resolution: Resolution is defined as the ability of the entire remote sensing system (including the lens,
antennas, display, exposure, processing, etc.) to render a sharply defined image
Spatial resolution: Spatial resolution is defined as the minimum distance the two point features on the
ground should have in order to be distinguished as separate objects
Spectral resolution: This is determined by the bandwidths of the electromagnetic radiation of the chan-
nels. The narrower the bandwidth used, the higher is the spectral resolution achieved
SPOT satellites: SPOT is the French satellite programme, with Belgium and Sweden as minority part-
ners. The system is designed by the French Space Agency (CNES) and is operated by its subsidiary,
Spot Image
Synthetic aperture radar: Synthetic aperture radar (SAR) uses a technique of synthesizing a very large
array antenna over a finite period of time by using a series of returns from a relatively much smaller
physical antenna that is moving with respect to the target
Temporal resolution: Temporal resolution is specified as the number of days in which the satellite
revisits a particular place again
Thermal remote sensing systems: Thermal remote sensing systems sense the thermal radiations emit-
ted by objects in the mid-IR (3–5 �m) and the long IR (8–14 �m) bands
True colour composite image: In the true colour composite image, the three primary colours are as-
signed to the same coloured spectral bands, resulting in images similar to that seen by a human eye
Wind scatterometer: The wind scatterometer is used to measure wind speed and direction over the
ocean surface by sending out microwave pulses along several directions and recording the magnitude of
the signals backscattered from the ocean surface
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Weather Satellites

Use of satellites for weather forecasting and prediction of related phenomena has become
indispensable. Information from weather satellites are used for short term weather forecasts
as well as for reliable prediction of the movements of tropical cyclones, allowing re-routing
of ships and a preventive action in zones through which hurricanes pass. Meteorological in-
formation is also of considerable importance for conducting of military operations such as
reconnaissance missions. Due to the inherent advantages of monitoring from space, coupled
with developments in the sensor technology, satellites have brought about a revolution in the
field of weather forecasting. The end result is that there is a reliable forecast of weather and
other related activities on a routine basis. In this chapter, a closer look will be taken at var-
ious aspects related to evolution, operation and use of weather satellites. Some of the major
weather satellite missions are covered towards the end of the chapter. Like previous chapters,
this chapter also contains a large number of illustrative photographs.

11.1 Weather Forecasting – An Overview

Weather forecasting, as people call it, is both a science as well as an art. It is about predicting the
weather, which can be both long term as well as short term. Generally, short term predictions
are based on current observations whereas long term predictions are made after understanding
the weather patterns, on the basis of observations made over a period of several years. Weather
watching began as early as the 17th century, when scientists used barometers to measure
pressure. Weather forecasting as a science matured in the early 1900s when meteorological
kites carrying instruments to measure the temperature, pressure and the relative humidity were
flown. After that came the era of meteorological aircraft and balloons carrying instruments for
weather forecasting.

The year 1959 marked a significant beginning in the field of satellite weather forecasting,
when for the first time a meteorological instrument was carried on board a satellite, Vanguard-2,
which was launched on 17 February 1959. The satellite was developed by National Aeronautics
and Space Administration (NASA) of USA. Unfortunately, the images taken by the instrument
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could not be used as the satellite was destroyed while on mission. The first meteorological
instrument that was successfully used on board a satellite was the Suomi radiometer, which
was flown on NASA’s Explorer-7 satellite, launched on 13 October 1959. All these satellites
were not meteorological satellites; they just carried one meteorological instrument.

The first satellite completely dedicated to weather forecasting was also developed by NASA.
The satellite was named TIROS-1 (television and infrared observation satellite) and was
launched on 1 April 1960. It carried two vidicon cameras, one having low resolution and
the other with a higher resolution. Both these cameras were adaptations of standard television
cameras. Though the satellite was operational for only 78 days, it demonstrated the utility
of using satellites for weather forecasting applications. The first picture was transmitted by
the TIROS-1 satellite on 1 April 1960. It showed the cloud layers covering the Earth [Fig-
ure 11.1 (a)]. The first useful transmitted weather pictures were that of the Gulf of St Lawrence
[Figure 11.1 (b)]. The images, taken during 1–3 April 1960, showed the changing state of the
pack ice over the Gulf of St Lawrence and the St Lawrence River.

Figure 11.1 (a) First picture transmitted by the TIROS-1 satellite (Courtesy: NESDIS/National Climatic
Data Center/NOAA) and (b) first useful weather image transmitted by the TIROS-1 satellite [Courtesy:
US Department of Commerce, National Oceanic and Atmospheric Administration (NOAA)]

Since then there has been no looking back and nine additional TIROS satellites were launched
in the next five years. TIROS-10, the last satellite of the TIROS series was launched in the
year 1965. The first eight satellites in the series, TIROS-1 to TIROS-8, were launched into
prograde inclined low Earth orbits. TIROS-9 and TIROS-10 satellites were launched into polar
sun-synchronous orbits. The TIROS programme marked the first space-borne programme that
demonstrated the feasibility and capability of observing the weather patterns from space.
Alongside the TIROS programme, came the Nimbus satellite programme. Nimbus satellites
orbited in polar sun-synchronous orbits. Nimbus-1, the first satellite in the Nimbus series,
was launched on 28 August 1964. It was also the first sun-synchronous weather forecasting
satellite. In total, seven Nimbus satellites were launched under the Nimbus satellite programme.
The observational capability of the TIROS as well as the Nimbus satellites improved with time
as the newer satellites launched carried better payloads than their predecessors.

The world’s first polar weather satellite system, referred to as the TIROS operational system
(TOS), became a reality in the year 1966 with the launch of ESSA-1 and ESSA-2 satellites, on
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3 February 1966 and 28 February 1966 respectively. The system comprised of a pair of ESSA
satellites in sun-synchronous polar orbits. A total of nine ESSA satellites were launched in a
span of three years between 1966 and 1969. It was succeeded by the improved TIROS (ITOS)
satellite system, referred to as the second generation of polar weather satellite systems. The
first satellite in this series was ITOS-1, launched on 23 January 1970. Five other satellites were
launched in this series, namely NOAA-1 to NOAA-5, with the last one, NOAA-5, launched
in the year 1976. They had sensors with better resolution as compared to the earlier satellites
and provided improved infrared and visible observations of cloud cover. They also provided
solar proton and global heat data on a daily basis.

The TIROS-N (new generation TIROS) series of satellites marked the third generation of
weather satellites. The TIROS-N system provided global meteorological and environmental
data for the experimental World Weather Watch (www) programme. The first satellite in this
series, TIROS-N, was launched in the year 1978. It was followed by three more satellites,
NOAA-6, NOAA-B and NOAA-7 launched in the years 1979, 1980 and 1981 respectively. All
these satellites carried a radiometer, a sounding system and a solar proton monitor. The fourth
generation of weather satellites, the advanced TIROS-N (ATN) series, became operational with
the launch of NOAA-8 in the year 1983. To date, 12 satellites have been launched in this series,
namely NOAA-8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19. Currently, six ATN satellites
namely NOAA-13, 15, 16, 17, 18 and 19 are operational. They are discussed in detail later in
the section on international weather satellite systems.

The Russians came up with their polar sun-synchronous meteorological system called Me-
teor, nine years after the USA launched its first weather satellite. The first satellite in the Meteor
series, Meteor-1, was launched in the year 1969. To date, the Meteor-1, 2, 3 and 3M series
of satellites have been launched. The Meteor-2 series comprised 21 satellites launched over
a period of 18 years from 1975 to 1993. The Meteor-3 series comprised seven satellites. The
first satellite in this series, Meteor-3-1(a), was launched in the year 1984 and the last one,
Meteor-3-6, in the year 1994. Meteor-3M-1 satellite, launched on 10 December 2001, was the
only satellite to be launched in the Meteor-3M series. Meteor M is the new generation Russian
meteorological satellite series. The first satellite of the series is planned to be launched in the
near future.

The first geostationary satellite carrying meteorological payloads was application technology
satellite 1 (ATS-1), launched by NASA in the year 1966. The first geostationary meteorological
satellites were the synchronous meteorological satellites (SMS-1 and SMS-2), launched in the
years 1974 and 1975 respectively. The SMS satellites were superceded by the geostationary
operational environmental satellites (GOES) system of satellites. Both the SMS and the GOES
satellite systems were developed by NASA. GOES-1 (A), launched on 16 October 1975, was
the first satellite of the GOES satellite system. The GOES satellite system is a two-satellite
constellation that views nearly 60 % of the Earth’s surface. Fourteen more GOES satellites
have been launched since then. Currently, five GOES satellites, GOES-10 (K), GOES-11 (L),
GOES-12 (M), GOES-13 (N) and GOES-14 (O) are in use. GOES-11 (L) and GOES-12 (M)
are the operational satellites while GOES-13 (N), GOES-14 (O) and GOES-10 (K) are in-orbit
spare satellites. The GOES satellite system is discussed in detail in the section on international
weather satellite systems.

Today, many countries of the world other than the USA and Russia have their own weather
forecasting satellite systems to monitor the weather conditions around the globe. Japan, Europe,
China and India have launched their own weather forecasting satellite systems, namely the
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GMS, Meteosat, Feng Yun and INSAT satellite systems respectively. GMS, Meteosat and
INSAT satellite systems employ geostationary satellites whereas the Feng Yun system has
satellites orbiting both in LEO polar orbits and geostationary orbits.

11.2 Weather Forecasting Satellite Fundamentals

Weather forecasting satellites are referred to as the third eye of meteorologists, as the images
provided by these satellites are one of the most useful sources of data for them. Satellites mea-
sure the conditions of the atmosphere using onboard instruments. The data is then transmitted
to the collecting centres where it is processed and analysed for varied applications. Weather
satellites offer some potential advantages over the conventional methods as they can cover the
whole world, whereas the conventional weather networks cover only about 20 % of the globe.
Satellites are essential in predicting the weather of any place irrespective of its location. They
are indispensable in forecasting the weather of inaccessible regions of the world, like oceans,
where other forms of conventional data are sparse. As a matter of fact, forecasters can predict
an impending weather phenomenon using satellites 24 to 48 hours in advance. These forecasts
are accurate in more than 90 cases out of 100.

Satellites offer high temporal resolution (15 minutes to 1 hour between images) as compared
to other forecasting techniques. However, their spatial resolution is less, of the order of 1 to
10 km. Moreover, satellites are not forecasting devices. They merely observe the atmosphere
from above. This implies that the data collected by satellites needs to be further processed, so
that it can be converted into something meaningful. Satellites have poor vertical resolution as
it is difficult to assign features to particular levels in the atmosphere and low-level features are
often hidden.

11.3 Images from Weather Forecasting Satellites

Weather forecasting satellites take images mainly in the visible, the IR and the microwave
bands. Each of these bands provides information about different features of the atmosphere,
clouds and weather patterns. The information revealed by the images in these bands, when
combined together, helps in better understanding of the weather phenomena. The images in
the visible band are formed by measuring the solar radiation reflected by Earth and the clouds.
The IR and the microwave radiation emitted by the clouds and Earth are used for taking IR
and microwave images respectively. Some images are formed by measuring the scattering
properties of the clouds and Earth when microwave or laser radiation is incident on them. This
is referred to as active probing of the atmosphere. In this section, various types of images will
be discussed in detail.

11.3.1 Visible Images

Satellites measure the reflected or scattered sunlight in the wavelength region of 0.28 to 3.0 �m.
The most commonly used band here is the visible band (0.4 to 0.9 �m). Visible images represent
the amount of sunlight being reflected back into space by clouds or the Earth’s surface in the
visible band. These images are mainly used in the identification of clouds. Mostly, weather
satellites detect the amount of radiation without breaking it down to individual colours. So these
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images are effectively black and white. The intensity of the image depends on the reflectivity
(referred to as albedo) of the underlying surface or clouds

Different shades of grey indicate different levels of reflectivity. The most reflective surfaces
appear in white tones while the least reflective surfaces appear in shades of dark grey or black.
In general, clouds have a higher reflectivity as compared to the Earth’s surface and hence they
appear as bright (white) against the darker background of the Earth’s surface. Visible images
give information on the shape, size, texture, depth and movement of the clouds. Brighter clouds
have larger optical depth, higher water or ice content and smaller average cloud droplet size
than darker looking clouds. Visible band is also used for pollution and haze detection, snow
and ice monitoring and storm identification. Almost all satellites have instruments operating in
the visible band. Examples include the GOES (the GOES imager has one channel in the visible
band of 0.52 to 0.72 �m and the GOES sounder also operates in the visible band), Meteosat
[the SEVIRI (spinning enhanced visible and infrared imager) on the MSG-2] and the ATN
[AVHRR (advanced very high resolution radiometer) has one channel in the 0.58 to 0.68 �m
band] satellites.

Other than the visible band, weather satellites also measure the reflected solar light in the
near-IR, shortwave-IR and UV bands The near-IR band provides useful information for water,
vegetation and agricultural crops. The shortwave IR band is used for identification of fog at
night and for discrimination between water clouds and snow or ice clouds during daytime.
Measurements of the amount and vertical distribution of the atmospheric ozone are carried out
in the UV band.

Figure 11.2 shows a visible image taken by the GOES satellite. The continental outlines
have been added to the image. The bright portions of the image indicate the presence of clouds.
It can be inferred from the image that about half of the image is covered by clouds. The other
half, which is not covered by clouds, is the Earth’s surface. From the visible images, it can also
be identified as to whether it is a land or water area.

Visible images are very frequently used for weather forecasting. Sometimes they provide
information that may not appear in IR images. Two objects having the same temperatures

Figure 11.2 Visible image taken by the GOES satellite (Reproduced by permission of John Nielson-
Gammon, Texas A&M University)
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can be discriminated using a visible image but not from an IR image. For instance, if the
temperature of fog is the same as that of land, then they will appear similar on the IR image,
but will appear different on the visible image as they have different albedo. However, one of
the main limitations of using visible images is that they are available only during the daytime.
It is also difficult to distinguish between low, middle and high level clouds in a visible satellite
image, since they can all have a similar albedo. Similarly, it is difficult to distinguish between
clouds and ground covered with snow. Thin clouds do not appear on visible images and hence
they cannot be detected using these images. Infrared satellite images are more useful for such
applications. Satellites also carry instruments to do active probing in the visible band. Active
probing is discussed later in the section.

11.3.2 IR Images

Another common type of satellite imagery depicts the radiation emitted by the clouds and the
Earth’s surface in the IR band (10 to 12 �m). IR images provide information on the temperature
of the underlying Earth’s surface or cloud cover. This information is used in providing tempera-
ture forecasts, in locating areas of frost and freezes and in determining the distribution of sea sur-
face temperatures offshore. Since the temperature normally decreases with height, IR radiation
with the lowest intensity is emitted from clouds farthest from the Earth’s surface. The Earth’s
surface emits IR radiation with the highest intensity. Hence, in IR images clouds appear dark as
compared to Earth. Moreover, high lying clouds are darker than low lying clouds. High clouds
indicate a strong convective storm activity and hence IR images can be used to predict storms.

One of the potential advantages of IR imagery is that it is available 24 hours a day, as the
temperatures can be measured regardless of whether it is day or night. However, IR images
generally cannot distinguish between two objects having the same temperature. For instance,
using IR images it may not be possible to distinguish between thin and thick clouds present
at the same altitude, especially if they are present at higher altitudes. Also, IR images have
poorer resolution than visible images. This is so because the emitted IR radiation is weaker in
intensity than the visible radiation. Therefore, the payload on the satellite has to sense radiation
from a broader area so as to be able to detect it. Examples of satellite sensors operating in the
IR band include the GOES imager and AVHRR sensor on the ATN satellites.

IR images can be grey-scale images or can be colour-enhanced images with different colours
for features having different temperatures. Grey scale images are black and white images
where darker shades correspond to lower temperatures. The normal convention is to reverse
the appearance of these images so as to make them consistent with the visible images. Hence
in the reversed images, lighter shades will correspond to lower temperatures, so the clouds
appear as white against the darker background of the Earth’s surface. Figures 11.3 (a) and (b)
show the IR images taken by the GOES satellite, both in the raw and the normal conventional
formats respectively. The portions that appear as bright in the raw image are the warmest areas.
They are the Mexican deserts and the oceans. Dark patches in the raw image correspond to the
clouds. In the conventional IR image shown in Figure 11.3(b), the pattern is reversed. Here,
the Mexican deserts and the oceans appear dark whereas the clouds appear bright. In coloured
IR images, features having the same temperature are assigned a particular colour. This is done
in order to extract more information from the images. These images are discussed in detail in
Section 11.6 on image processing and enhancement.
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Figure 11.3 IR image taken by the GOES satellite in (a) the raw format and (b) the normal conventional
format (Reproduced by permission of © John Nielson-Gammon, Texas A&M University)

Satellites also carry instruments to do active probing in the IR band. Active probing is
discussed latter in the section.

11.3.3 Water Vapour Images

The visible and the IR images discussed so far are passed unobstructed through the Earth’s
atmosphere. These images tell little about the atmosphere as for these wavelengths the at-
mosphere is transparent. Satellite images are also constructed using IR wavelengths that are
absorbed by one or more gases in the atmosphere, like water vapour, carbon dioxide, etc. Ra-
diation around the wavelength band of 6.5 �m is absorbed as well as emitted by water vapour.
The water vapour channel on weather forecasting satellites works around this wavelength. It
detects water vapour in the air, primarily from a height of 10 000 feet to 40 000 feet up from the
Earth’s surface. The level of brightness of the image taken in this band indicates the amount
of moisture present in the atmosphere. The radiation emitted from the bottom of the water
vapour layer is absorbed by the water vapour present above it. Very little radiation is emitted
from the top of the layer, because there is very little water vapour there. Most of the radiation
comes from the middle of the water vapour layer. The areas with the most water vapour in
the middle atmosphere show up as white or in light shades of grey. The drier areas appear in
darker shades of grey and the driest areas are black. Generally, cold areas have a lot of water
vapour and hence they appear in shades of white or light grey, whereas the warm areas have
little water vapour in the upper atmosphere and are in shades of dark grey or black.

Measurement of water vapour movement is used to calculate upper air winds. This helps
in forecasting the location of thunderstorm outbreaks and the potential areas for heavy rains.
However, water vapour images show upper level moisture only. For determination of low
level moisture and surface humidity, ground-based measurements are done. Moreover, water
vapour imagery is useful only in those areas where there are no clouds. Examples of instruments
operating in the water vapour band are the VISSR (visible and infrared spin scan radiometer)
sensor on the GOES satellite. Channels 9 and 10 of this sensor operate in the 7.3 and 6.7 �m
bands respectively.
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Figure 11.4 shows the water vapour image taken by the GOES satellite. The continental
map has been overlaid on the image to identify the locations. The image is in the normal
conventional format, so the areas with lots of water vapour (cold areas) appear light and those
with little water vapour in the upper atmosphere (warm areas) appear dark. In the image, high
clouds are seen as bright areas. The image also shows several light and dark streaks over
Mexico. These streaks correspond to bands of water vapour being carried from the subtropics
toward the southeastern United States.

Figure 11.4 Water vapour image taken by the GOES satellite (Reproduced by permission of © John
Nielson-Gammon, Texas A&M University)

11.3.4 Microwave Images

Weather satellites also utilize the microwave band, mostly within the wavelength region from
0.1 to 10 cm. They use both passive as well as active techniques for making measurements in
the microwave band. Passive techniques measure the amount of microwave radiation emitted
from the Earth’s surface and clouds. Active microwave probing involves the use of sensors
that emit microwave radiation towards the Earth and then record the scattered or the reflected
radiation from the clouds, the atmosphere and the Earth’s surface. In the following paragraphs,
passive techniques will be discussed. Active probing is discussed latter in the section.

As already mentioned in the chapter on remote sensing satellites, the amount of microwave
radiation emitted by an object is related to its temperature. Hence, measurements in the mi-
crowave band help in determining the temperature of the clouds and Earth’s surface. Mi-
crowaves can penetrate water vapour and clouds, enabling the sensors to take measurements
even under complete cloud cover. Microwave sensors work both during the day as well as
during night. Microwave images can be either displayed as grey scale images or as colour
enhanced images.

Measurements in the microwave band also help in determination of quantities such as snow
cover, precipitation and thunderstorms, the temperature of lower and upper atmosphere over
a period of years and the amount of rainfall. Rain droplets interact strongly with microwave
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radiation and microwave radiometers can detect the size and volume of the droplets. Therefore,
microwave images are a more direct method for determining precipitation than visible or
IR images. Microwave emission from water vapour is used for measuring the atmospheric
humidity and that from oxygen for determining the bulk temperature of the troposphere and
the lower stratosphere and in estimating the wind speed.

The main drawback of microwave images is that they have poor spatial and temporal resolu-
tion as compared to the visible and IR images. Moreover, interpretation of microwave images
is more difficult, especially if the image is that of the land surface. Examples of sensors op-
erating in the microwave band include AMSU-A (advanced microwave sounding unit A) and
AMSU-B (advanced microwave sounding unit B) sounders on ATN satellites. Figure 11.5 is
the microwave image taken by the TRMM satellite, showing the tropical storm Blanca near
Mexico. The wind speed, direction and the amount of rainfall were predicted using such images
of the storm.

Figure 11.5 Microwave image taken by TRMM satellite [Courtesy: US Department of Commerce,
National Oceanic and Atmospheric Administration (NOAA)]. The image is the grey scale version of
the original colour image. Original image is available on the companion website at www.wiley.com/
go/maini

11.3.5 Images Formed by Active Probing

Until now, the images that have been discussed correspond to the radiation reflected or emit-
ted by clouds and the Earth’s surface. Satellites also carry instruments that actively probe
the atmosphere. Generally, active probing is done in the microwave wavelength band. Some
satellites also do active probing in the visible and the IR bands using lasers. Active microwave
probing involves the use of active microwave sensors. Radar is the most commonly used
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active microwave sensor. It emits microwave pulses towards the ground and measures the echo
backscattered by the clouds, rain particles and the Earth’s surface.

Medium to longer microwave wavelengths in frequency bands near 3, 5, 10 and 15 GHz
are primarily utilized for observation of rainfall. Examples of such systems include synthetic
aperture radar (SAR) systems operating near 5 GHz and 10 GHz bands. Examples of such
a radar is the precipitation radar (PR) on the TRMM (Tropical Rainfall Measuring Mission)
satellite used for measuring the rain profile. It emits microwave pulses at 13.796 GHz and
13.802 GHz towards the surface of the Earth. The echo backscattered by the rain is used to
calculate the rain profile as the strength of the echo is proportional to the square of the volume
of falling water. Millimetre wavelengths around 35 GHz and 94 GHz are used to determine
the cloud characteristics and in studying the role of the effect of clouds on climate. Reflection
from the land surface determines the land topography.

Measurements in the microwave region are also used to determine the sea state and the
direction of surface winds. A rough ocean surface returns a stronger signal towards the satellite
as the waves reflect more of the radar energy as compared to a smooth ocean surface. Examples
of sensors used for this purpose include the SeaWinds scatterometer on the QuikSCAT satellite,
which measures the ocean near-surface wind speed and direction.

Laser-based active weather probing systems work in the visible or the IR region. They use
active sensors called lidars (laser detection and ranging) or laser altimeters for performing
different measurements. The working principle of lidar is the same as that of radar except that
they emit laser pulses in the visible or the IR region rather than microwaves pulses. Laser-
based measurements are used to determine the distance to clouds and aerosol layers, to detect
meteoric and volcanic debris in the stratosphere and to predict the formation of clouds. They
are used to generate high resolution vertical profiles of atmospheric temperature and pressure,
for profiling winds, measuring concentration of trace species, etc. Laser altimeters are used
to determine the Earth’s surface features, differential absorption lidar (DIAL) for determining
temperature, moisture profiles and species concentration and Doppler lidar for wind speed and
direction.

Laser-based systems offer better spatial resolution as compared to their microwave coun-
terparts. However, laser probing is a relatively new concept in weather forecasting. Very few
such systems have been used on satellites due to high costs and limited availability of such
high power laser sources.

11.4 Weather Forecasting Satellite Orbits

Weather forecasting satellites are placed into either of the two types of orbits, namely the polar
sun-synchronous low Earth orbit and the geostationary orbit. Polar sun-synchronous weather
forecasting satellites revolve around the Earth in near polar low Earth orbits, visiting a particular
place at a fixed time so as to observe that place under similar sunlight conditions. These orbits
are similar to those discussed earlier in the case of remote sensing satellites. Polar weather
forecasting satellites, due to their low altitudes, have better spatial resolution as compared to
the geostationary satellites. Hence they help in a detailed observation of the weather features
like the cloud formation, wind direction, etc. However, these satellites have a poorer temporal
resolution, visiting a particular location only one to four times a day. Hence, only a few weather
satellite systems have satellites in these orbits. Some of the weather forecasting satellites in
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Figure 11.6 Weather forecasting satellites in geostationary orbit

near polar orbits include Feng Yun satellites of China and Advanced TIROS satellites of
the USA.

Most weather forecasting satellites employ a geostationary orbit as these satellites offer better
temporal resolution as compared to that provided by the polar weather forecasting satellites.
Geostationary weather forecasting satellites are the basis of the weather forecasts we see on
television. As discussed in earlier chapters, satellites in a geostationary orbit revolve around
Earth in equatorial circular orbits having an altitude of around 36 000 km. These satellites have
an orbital period of 24 hours, which is also the rotation rate of the Earth. Hence, these satellites
appear to be fixed over a single spot. Weather forecasting satellites in geostationary orbits have
fairly coarse resolution when compared to those in the polar orbits. However, this resolution
is sufficient for most of the weather forecasting applications. A single weather satellite in the
geostationary orbit covers around 40 % of the Earth’s surface.

The geostationary weather forecasting satellite system of the USA is named the GOES (geo-
stationary operational environment satellite) system. It operates two satellites simultaneously,
one over the west coast, located at 135◦ W (referred to as GOES West), and the other over the
east coast located at 75◦ W (referred to as GOES East). In addition, other countries like India,
Europe and Japan have their own geostationary weather forecasting satellite systems. India
has the INSAT series of satellites (74◦ E), Japan operates the GMS series (140◦ E) and Europe
operates the Meteosat series (0◦ E). Together, these five satellites located at approximately
70◦ longitude intervals form a global network of geostationary weather forecasting satellites
(Figure 11.6). This global network provides an almost complete coverage of Earth except for
the polar region.

11.5 Weather Forecasting Satellite Payloads

Weather forecasting satellites carry instruments that scan Earth to form images. These instru-
ments usually have a small telescope or an antenna, a scanning mechanism, a detector assembly
that detects the incoming radiation and a signal processing unit that converts the output of the
detectors into the required digital format. The processed output is then transmitted to receiving
stations on the ground. The most commonly used instrument on a weather forecasting satellite
is the radiometer.
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11.5.1 Radiometer

A Radiometer is an instrument that makes quantitative measurements of the amount of elec-
tromagnetic radiation incident on it from a given area within a specified wavelength band. The
most commonly used bands, as mentioned earlier, are the visible, thermal and IR bands.

The radiometer comprises an optical system, a scanning system, an electronic system and a
calibration system. The optical system consists of an assembly of lenses and is used for viewing
radiation from a small field and focusing that radiation on to the detectors. The scanning system
comprising oscillating or rotating mirrors is used for performing the scanning operation. The
typical swath width for weather forecasting satellites extends to around 1500 km on either side
of the orbit. The incoming radiation is separated into a number of optical beams having different
wavelengths using optical filters, and each beam is focused on to a separate detector of the
detector array assembly. The electronic system comprises an array of different detectors and a
signal processing unit. The detector array located at the focal plane of the optical system is used
for sensing the incoming radiation and converting it into an electrical voltage. This electrical
voltage is fed to the signal processing unit, where it undergoes amplification, filtering, etc. It is
then converted into the desired digital format for transmission to the control centres on Earth.
The radiometers also comprise a calibration system which views on board sources of known
temperatures for calibration purposes.

Radiometers can operate in one of two modes, namely the imaging mode and the sounding
mode. Radiometers operating in the imaging mode are referred to as imagers and those oper-
ating in the sounding mode as sounders. Imagers measure and map sea-surface temperatures,
cloud-top temperatures and land-surface temperatures. In this mode, the satellite sensors scan
across segments of the Earth’s surface and atmosphere, collecting radiance data to produce
the satellite image. As an example, the imager onboard second generation GOES satellites
(Figure 11.7) is a five channel (one visible and four IR channels) imaging radiometer de-
signed to sense reflected solar energy from sampled areas of Earth. The imager comprises

Figure 11.7 Imager onboard second generation GOES satellites [Courtesy: US Department of Com-
merce, National Oceanic and Atmospheric Administration (NOAA)]
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the electronics, power supply and sensor modules. The sensor module contains a telescope,
scan assembly and detectors. The electronics module performs command, control and signal
processing functions and provides redundant circuitry. The power supply module contains
the converters, fuses and power control for interfacing with the spacecraft’s electrical power
subsystem.

Sounder is a special kind of radiometer, which measures changes in the atmospheric temper-
ature due to change in water vapour content of the atmosphere with height. In this mode, the
sensors mainly make vertical soundings of the atmosphere by detecting the thermal radiation
emitted from various levels of the atmosphere over a particular point. These upwelling radi-
ance fluxes depend upon the absorption and emission properties of the atmosphere at different
heights for a given wavelength band, which in turn depends on the atmospheric temperature and
moisture. These radiance fluxes are processed using complex computer algorithms to produce
a vertical temperature profile of the atmosphere. As an example, the sounder onboard second
generation GOES satellites (Figure 11.8) is a 19 channel radiometer covering the spectral range
from the visible band up to 15 �m in the longwave IR band. It comprises a sensor module,
a detector assembly, an electronics unit and a power supply unit. The incoming radiation is
separated into various wavelength bands by passing it through a set of filters. Each of these
beams is then passed through separate detectors. It has four sets of detectors operating in vis-
ible, shortwave IR, mediumwave IR and longwave IR bands. The outputs of the detectors are
fed to the electronics unit, which processes them and produces the desired digital output.

Figure 11.8 Sounder onboard second generation GOES satellites [Courtesy: US Department of Com-
merce, National Oceanic and Atmospheric Administration (NOAA)]

11.5.2 Active Payloads

Satellites also contain active payloads that emit their own radiation and measure the backscat-
tered portion of this emitted radiation. Two such instruments carried by satellites include the
radar and the lidar. Three types of radar are most commonly used on weather satellites. These
are altimeters, scatterometers and synthetic aperture radar (SAR). All of them work on the
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same principle of sending out a pulse of microwave radiation and measuring the return signal
as a function of time. They also measure the intensity and the frequency of the return pulse. By
knowing the time taken by the beam to return, the distribution of reflecting particles (mostly
water droplets and ice crystals) in the atmosphere is determined. The amplitude of the return
signal gives information on the kind of particles present in the atmosphere. As an example,
larger pieces of ice reflect strongly; hence a strong return signal indicates their presence in the
atmosphere. Change in the frequency of the return signal gives information on the wind speed
and direction.

11.5.2.1 Altimeter

An altimeter sends a very narrow pulse of microwave radiation with a duration of a few
nanoseconds vertically towards Earth (Figure 11.9). The time taken by the reflected signal to
reach the satellite determines the distance of the satellite from Earth with an accuracy of the
order of few centimetres. This helps in calculating the surface roughness of the land surface,
strength of ocean currents, wave heights, wind speeds and other motion over the oceans.

Figure 11.9 Principle of operation of an altimeter

11.5.2.2 Scatterometer

A scatterometer is a microwave radar sensor used to measure the reflection or scattering
produced while scanning the surface of the Earth using microwave radiation. It emits a fan-
shaped microwave pulse having a duration of the order of a few milliseconds and measures
the frequency and the intensity profile of the scattered pulse (Figure 11.10). A rough ocean
surface returns a stronger signal because the ocean waves reflect more of the radar energy back
towards the scatterometer whereas a smooth ocean surface returns a weaker signal because
less energy is reflected back in this case. This helps in determining the direction and size of the
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Figure 11.10 Principle of operation of a scatterometer

ocean waves and hence in estimating the wind speed and direction. As an example, SeaWinds
scatterometer on board the QuikSCAT satellite is a microwave radar operating at 13.4 GHz
and is designed specifically to measure ocean near-surface wind speed and direction.

11.5.2.3 Synthetic Aperture Radar (SAR)

Synthetic aperture radar (SAR) is the most commonly used radar on weather forecasting
satellites. SAR is a special type of radar that uses the motion of the spacecraft to emulate a
large antenna from a physically small antenna. It works on the same principle as that of a
conventional radar. It also sends microwave pulses and measures the intensity, time delay and
frequency of the return pulse. The intensity of the return pulse is dependent on the scattering
properties of the area being viewed. This in turn depends on the characteristics of the reflecting
surface (surface roughness, etc.), the dielectric constant of the surface, the frequency and the
angle of incidence of the radar signal. As all other parameters are known, the characteristics
of the Earth’s surface or the clouds can be determined. Time and frequency information are
used for determining the distribution and the motion of the atmospheric particles.

11.5.2.4 Lidar

Lidar has the same principle of operation as that of a radar, except that it sends laser pulses
rather than microwave pulses. Lidar sends a beam of laser light through the atmosphere. The
particles present in the path of the beam scatter it. A portion of the scattered beam returns to
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the receiver. The time delay involved between the transmission and reception of the beam as
well as the amplitude and the frequency of the return beam is measured by the lidar receiver.
An advantage of using laser pulses is that they offer better resolution than their microwave
counterparts. Hence lidar can detect even small particles, such as very thin layers of haze. This
helps in predicting the regions where clouds will form, even before they are actually formed.
Lidar measurements are used to determine the distance to clouds and aerosol layers, to detect
meteoric and volcanic debris in the stratosphere and to predict the formation of clouds. The
first laser-based system on board a satellite was LITE (laser-in-space technology experiment)
used on the Space Shuttle. Both lidar and radar based systems also make use of Doppler effect
based measurements to determine the intensity of storms by measuring the velocity of wind
circulation.

11.6 Image Processing and Analysis

The sensors on board the weather satellites convert the incoming radiation into electrical
signals. These electrical signals are further converted into a digital stream of data and then
transmitted back to Earth. Typically they are transmitted using UHF band (around 400 MHz)
or S band (1600 to 2100 MHz). The information corresponding to the observations forms the
major portion of the data transmitted by the satellite to Earth. Other information transferred
includes telemetry data for the ground control of the satellite etc.

At the receiving control centres, the relevant data containing the information is separated
from the other data. The data is then processed using various techniques to extract the maximum
information from it. For instance, atmospheric sounding measurements are converted into
temperature profiles by using the fact that the observed signal is proportional to the fourth-power
of temperature. The visible data is converted in terms of reflectivity using the basic relation
that the brightness of the image is linearly proportional to the object reflectivity. Sometimes
the data collected by two or more satellites is processed together. The information collected
by the satellites can also be combined with ground-based observations and information from
other platforms, which act as input to the weather forecasting centres.

11.6.1 Image Enhancement Techniques

Images formed on the basis of data sent from the weather forecasting satellites are subjected
to various enhancement techniques to make the interpretation of information easier. Longitude
and latitude lines are superimposed on the images for better identification of the location of
various places on these images. Other techniques employed are colour coding of images. For
thermal-IR and passive microwave images, different colours are assigned to various portions
of the image, depending on the temperature. All the features having the same temperature
are given the same colour in the image. In the case of visible and active microwave images,
features having the same reflection characteristics are assigned a single colour. These images
are referred to as false colour composite images. These images help in identifying various
weather phenomena more precisely. As an example, these images are very helpful in the
prediction of hurricanes and extra tropical depressions. Figure 11.11 (a) shows a grey scale
image taken in the IR band and its corresponding colour image shown in Figure 11.11 (b).
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Figure 11.11 (a) Grey scale image taken in the IR band and (b) colour image of the grey-scale image
shown in part (a) (Reproduced by permission of © John Nielson-Gammon, Texas A&M University). The
image shown in Figure 11.11 (b) is the grey scale print image of the original colour image. The original
image is available on the companion website at www.wiley.com/go/maini

In the enhanced image, hot areas are red, cooler areas are blue and really cold areas are
shaded white to black. As can be seen from the figures, the enhancement scheme makes the
variations in the intensity of infrared radiation much more prominent. Very cold temperatures,
for example, often indicate the tops of tall thunderstorms and the enhanced image makes these
cold temperature regions stand out.

Other enhancement processes used to highlight features that are of particular interest include
concentrating on a narrow range of temperatures to isolate developments at a certain level in
the atmosphere. Another commonly used technique is to string a series of images together to
show the movement of clouds and air which helps in easier and better understanding of various
weather phenomenon. Moving three-dimensional weather images are also produced. These
moving images help in observing weather patterns over an extended period of time.

11.7 Weather Forecasting Satellite Applications

Satellites play a major role in weather forecasting. All the daily weather forecast bulletins
which we hear every day are broadcasted on the basis of data sent by weather forecasting
satellites. Satellites have helped in predicting the paths of tropical cyclones far more reliably
than any other weather forecasting tool. They also help in predicting the frost, rainfall, drought
and fog and so on that is of immense help to farmers. Various combinations of satellite images
are used to identify clouds and determine their approximate height and thickness. The cloud
and water vapour patterns are used to identify cyclones, frontal systems, outflow boundaries,
upper level troughs and jet streams. As a matter of fact, not even a single tropical cyclone has
gone unnoticed since the use of satellites for weather forecasting. Moreover, these satellites
provide early frost warnings, which can save millions of dollars a day for citrus growers. They
also play an important role in forest management and fire control. In this section some of the
major applications of weather forecasting satellites will be discussed.
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11.7.1 Measurement of Cloud Parameters

Satellite imagery enables meteorologists to observe clouds at all levels of the atmosphere,
both over land and the oceans. Generally, both visible and IR images are used together for
the identification of clouds. Visible images give information on thickness, texture, shape and
pattern of the clouds. Information on cloud height is extracted using IR images. False colour
IR images are used for a detailed analysis of clouds. Information from visible and IR images
can be combined to identify the types of clouds and the weather patterns associated with them.
This helps in the prediction of rainfall, thunderstorms and hurricanes. Moreover, information
on the movement of clouds is a valuable input in predicting the wind speed and direction.

Figures 11.12 (a) and (b) show a visible image and IR image respectively, taken from the
GOES satellite. The map of the area is overlaid on the image to help in locating the places.
The clouds marked as A and D in the images appear to be fairly bright in the visible image and
are barely seen in the IR image. This indicates that these clouds are low lying warm clouds
of medium thickness. The clouds marked as B are very bright in the visible image but they
are not seen in the IR image. These clouds again are low lying warm clouds. But, they are
thicker than those clouds marked as A and D as they appear to be much brighter in the visible
image. Clouds marked as C appear bright both in the visible and IR images and hence they
are high-lying thick cold clouds. This information on the types of clouds is further used for
estimating rainfall, thunderstorms and hurricanes.

Figure 11.12 (a) Visible image taken by GOES satellite used for determining cloud parameters and (b)
IR image taken by GOES satellite used for determining cloud parameters (Courtesy: National Oceanic
and Atmospheric Administration (NOAA)/Maryland Space Grant Consortium)

11.7.2 Rainfall

Imagery from space is also used to estimate rainfall during thunderstorms and hurricanes.
This information forms the basis of flood warnings issued by meteorologists. Satellite im-
ages of the clouds are processed and analysed to predict the location and amount of rainfall.
As mentioned before, it is possible to determine the cloud thickness and height using visible
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and IR images respectively. Both these images are combined to predict the amount of rainfall,
as it depends both on the thickness and height of clouds. Thick and high clouds result in more
rain. Moreover, clouds in their early stage of development produce more rain. Therefore, reg-
ular observations from GEO satellites, which can track their development, are used for rainfall
prediction. Measurements in the microwave band help in determining the intensity of rain as
scattering depends on the number of droplets in a unit volume and their size distribution. As
an example, during Hurricane Diana, using images from a GOES satellite, it was calculated
that there would be nearly 20 inches of rainfall over North Carolina in a two-day period. The
actual recorded rainfall was 18 inches.

Figure 11.13 shows the distribution of rain intensity in different regions of Hurricane Charley
on the basis of images taken by the TRMM satellite on 10 August 2004.

Figure 11.13 Derivation of rainfall rates on the basis of images taken by the TRMM satellite (Courtesy:
NASA). The image is the grey scale version of the original colour image. Original image is available
on the companion website at www.wiley.com/go/maini

11.7.3 Wind Speed and Direction

Determination of wind speed and direction is essential to provide an accurate picture of the
current state of the atmosphere. Wind information can be determined by tracking cloud dis-
placements in successive IR and visible images taken from geostationary weather forecasting
satellites. However, these measurements can only be taken when the cloud cover is present.
To overcome this, successive water vapour channel images are used to track the movement of
wind fields. However, both of these methods are not accurate. A more accurate method is to
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make simultaneous measurements of both the temperature profile as well as the position of the
cloud tops. The VISSR atmospheric sounder (VAS) instrument on the GOES satellite is used to
perform such measurements.

11.7.4 Ground-level Temperature Measurements

Satellite data cannot produce detailed information about the temperature profile of the lowest
few hundred metres of the atmosphere, but it can provide some physically important obser-
vations. Infrared radiometers can make widespread observations of maximum and minimum
temperatures. High resolution IR satellite imagery is used to produce heat maps of Earth.
However, where standard ground-based measurements are available, satellite measurements
are generally not used. They are used at those places where ground-based measurements are not
feasible. However, in some conditions satellite measurements of the ground-level temperature
are more accurate than the ground-based measurements. For example, when it is exceptionally
cold and the radiative contribution of the atmosphere is minimal, satellite observations can
provide considerably more information than ground-based measurements.

11.7.5 Air Pollution and Haze

Air pollution and haze are recognizable in visible imagery by their grey appearance. Satellite
images have shown that the pollution level is low in the morning and increases as the day passes
by. Satellite data is also used to infer the effect of air pollution on weather. Using satellite data,
it has been found that haze bands may act as boundaries along which thunderstorm activities
can develop. Satellite measurements have indicated that the increase in air pollution leads to
an increase in the amount of rainfall.

11.7.6 Fog

Fog is detected using visible satellite imagery. Fog appears as a flat textured object with sharp
edges in these images. The level of brightness of the image is a measure of the thickness of
the fog. Satellite images also provide information on the clearance of fog during the day.

11.7.7 Oceanography

Weather forecasting satellites are a useful tool for oceanography applications. Satellite images
are used to map locations of different ocean currents and to measure ocean surface temperatures
accurately. Polar orbiting satellites compute around 20 000 to 40 000 global ocean temperature
measurements daily. This information on the ocean surface temperature is utilized by meteo-
rologists to observe ocean circulation, to locate major ocean currents and to monitor its effect
on climate and weather changes. Moreover, observation of these temperatures before and after
the occurrence of hurricanes helps to show the way in which these hurricanes pick up energy
from oceans. This helps to predict their behaviour and to improve forecasts of their motion.
Satellite observations have shown that hurricanes result in cooling of the ocean surface. The
stronger the hurricane, the more cooling effect it has on the temperature of the ocean surface.
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Satellite IR imagery is used to detect ocean thermal fronts in the surface layer of the oceans.
Satellites also measure the surface roughness of the oceans using microwave measurements,
which helps in determining wind speed and direction. As an example, satellite imagery provides
timely information about the occurrence of El Nino. El Nino is a cyclic weather phenomenon
that results in widespread warming of water off the west coast of South America. It results in
reversal of weather patterns and has dramatic effects throughout the Pacific region. Figure 11.14
is a false colour enhanced image that shows the sea surface temperatures in the eastern Pacific
region. The red areas indicate increased surface water temperatures, which is an indication of
the presence of the El Nino effect.

Figure 11.14 False colour enhanced image showing the sea surface temperatures in the eastern pacific
region highlighting the El Nino effect (Courtesy: NASA). The image is the grey scale version of the orig-
inal colour image. Original image is available on the companion website at www.wiley.com/go/maini

11.7.8 Severe Storm Support

One of the most important applications of weather forecasting satellites is in the prediction of
hurricanes, tropical storms, cyclones and so on. Satellites are crucial to detecting and tracking
intense storms through their various stages of development. This allows meteorologists to issue
advanced warnings before the storms actually hit. These advanced warnings have saved lives
of millions of people.

The development of these storms is analysed by studying the cloud patterns and by deter-
mining how they change with time. Repeated images provide information on the rate of growth
or decay of the storm. Hurricanes are predicted and monitored by observing their centre core,
which is a low pressure area with little winds, clear skies and no rainfall. It is also referred to
as the ‘eye’ of the hurricane. The shape, spiralling and intensity of this core give information
on the development stage of the hurricane. Hurricanes also have a circular high speed wind
pattern around the eye. By observing the wind speed, the intensity of the hurricane can be
predicted. The direction of motion of the hurricane is known by observing the movement of
the eye of the hurricane. Typhoons, cyclones and thunderstorms are also analysed on a similar
basis. Figure 11.15 shows the image of the hurricane Katrina taken by the GOES satellite on
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Figure 11.15 Image of hurricane Katrina taken by GOES satellite [Courtesy: US Department of
Commerce, National Oceanic and Atmospheric Administration (NOAA)]. The image is the grey scale
version of the original colour image. Original image is available on the companion website at
www.wiley.com/go/maini

29 August 2005. By observing such repeated images, meteorologists were able to determine
the strength and movement of the hurricane.

11.7.9 Fisheries

Commercial fishery operations have also benefited from data supplied by weather satellites.
Information on ocean currents and sea temperatures help in finding the location of tuna or
salmon fishes. It also assists in tracking the movement of fish eggs and larvae. Satellite data
can be used to study hypoxia, a condition of severe lack of oxygen at deep sea levels that can
completely block the growth and development of sea life.

11.7.10 Snow and Ice Studies

Weather satellites are used to observe snow cover on land surfaces and to monitor ice on
lakes, rivers and other water bodies. These data help meteorologists to estimate the climate
of the place and to plan irrigation and flood control methodologies. Snow cover estimates
are especially helpful in mountain regions where a large part of the water supply comes from
melting of snow. It is also used to issue winter storm warnings. Satellite ice monitoring provides
useful information to the shipping industry. Information on the progression of freezing seasonal
temperatures allows farmers to take timely measures to protect their crops.

Both visible and IR images are used in the identification of ice. Both appear in light shades
of grey in visible imagery. Fresh snow resembles cloud cover in these images. They are dis-
tinguished by examining a series of images. Clouds are in motion while the snow appears to
be fixed. Moreover, overlaying the map on the images helps to distinguish snow and ice from
clouds. Figure 11.16 shows an image of Lake Tahoe, USA, taken by the MODIS sensor on
the Terra satellite in March 2000. Snow covered areas are shown in white colour. MODIS is a
high resolution instrument having the capability to discriminate between snow and clouds.
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Figure 11.16 Image of Lake Tahoe, USA taken by MODIS sensor on Terra satellite (Courtesy: NASA).
The image is the grey scale version of the original colour image. Original image is available on the
companion website at www.wiley.com/go/maini

11.8 Major Weather Forecasting Satellite Missions

The weather forecasting satellite family comprises a core structure of five geostationary satel-
lites complemented by a host of polar orbiting satellites. The geostationary satellite system
comprises GOES East and GOES West satellites from the USA, INSAT satellites from India,
Meteosat satellites from Europe and GMS satellites from Japan. The polar orbiting satellites
include the Feng Yun satellites of China, POES (polar operational environmetal satellite) satel-
lites of the USA comprising the Defense Meteorological Satellite Program (DMSP) and the
NOAA polar operational environmental satellite (NPOES) Program, and Meteor satellites of
Russia. In this section, there will be a discussion of the GOES satellites of the USA and Me-
teosat satellites of Europe in the category of geostationary weather satellites and the ATN
NOAA satellites currently operational under the POES satellite program of the USA in the
polar orbiting satellites category.

11.8.1 GOES Satellite System

GOES (geostationary operational environmental satellite) is a weather forecasting satellite sys-
tem designed by NASA for the National Oceanic and Atmospheric Administration (NOAA) of
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the USA. GOES satellites form the backbone of the US meteorological department for weather
monitoring and forecasting. They provide the meteorological department with frequent, small
scale imaging of the Earth’s surface and cloud cover and have been used extensively by them
for weather monitoring and forecasting for over 20 years. GOES satellites orbit around Earth
in geostationary orbits. The GOES program maintains two satellites operating in conjunction
to provide observational coverage of 60 % of Earth. One of the GOES satellites is positioned at
75◦ W longitude (GOES East) and the other is positioned at 135◦ W longitude (GOES West).
Each satellite views almost a third of the Earth’s surface: GOES East monitors North and South
America and most of the Atlantic ocean, while GOES West looks down at North America and
the Pacific ocean basin. The two operate together to send a full-face picture of Earth every 30
minutes, day and night.

The first GOES satellite, GOES-1 (A), was launched back in the year 1975. Since then
14 GOES satellites have been launched, with GOES-14, launched in the year 2009, being the
latest one. The first generation of the GOES satellite system consisted of seven satellites from
GOES-1 (launched in 1975) to GOES-7 (launched in 1992). Due to their design, these satellites
were capable of viewing the Earth for only 10 % of the time. The second generation satellites
became operational with the launch of GOES-8 (launched in 1994) and offers numerous tech-
nological improvements over the first series. The second generation of GOES satellite system
comprises five satellites namely GOES-8 (Figure 11.17), 9, 10, 11 and 12 satellites. They pro-
vide near-continuous observation of Earth, allowing more frequent imaging (as often as every
15 minutes). This increase in temporal resolution coupled with improvements in the spatial and
radiometric resolution of the sensors provides timely information and improved data quality
for forecasting meteorological conditions. Two satellites, GOES-13 (N) and GOES-14 (O), of
the third-generation GOES satellite series have been launched. The third satellite GOES-15
(P), in this series is planned to be launched in the near future.

Figure 11.17 GOES-8 satellite (Courtesy: NASA)

Currently, three second generation and two third-generation GOES satellites, GOES-10 (K),
GOES-11 (L), GOES-12 (M), GOES-13 (N) and GOES-14 (O), are operational. GOES-12 and
GOES-11, positioned at 75◦ W and 135◦ W respectively, are the operational satellites. GOES-
10 satellite is currently located at 60◦W. GOES-13 and GOES-14 are in-orbit spares and are
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kept as back-ups for the GOES-12 and GOES-11 satellite respectively. Figure 11.18 shows the
coverage areas of the GOES-12 and GOES-11 satellites, also referred to as GOES East and
GOES West satellites respectively.

Figure 11.18 Coverage areas of the GOES East and GOES West satellites [Courtesy: US Department
of Commerce, National Oceanic and Atmospheric Administration (NOAA)]

The future plans for the GOES satellite system includes the launch of one more satellite,
GOES-P, in the year 2010. The satellite will provide a more accurate location of severe storms
and other weather phenomena, resulting in more precise weather forecasts. Table 11.1 enu-
merates the salient features of the GOES satellites.

Table 11.1 Salient features of GOES satellites
Satellite Launch date Position Stabilization Payloads

GOES-1 16 October 1975 Directly over
the equator

Spin Visible and infrared spin
scan radiometer
(VISSR), WEFAX,
space environment
monitor (SEM) and data
collection system (DCS)

GOES-2 6 June 1977 60◦ W Spin Same as GOES-1
GOES-3 16 June 1978 Directly over

the equator
Spin Same as GOES-1

GOES-4 9 September 1980 135◦ W Spin VISSR atmospheric
sounder (VAS), SEM,
WEFAX and DCS

GOES-5 22 May 1981 75◦ W Spin Same as GOES-4
GOES-6 28 April 1983 136◦ W Spin Same as GOES-4
GOES-7 26 February 1987 75◦ W Spin Same as GOES-4
GOES 8 13 April 1994 75◦ W Three-axis Imager, sounder, WEFAX,

SEM and SARSAT
GOES-9 23 May 1995 135◦ W Three-axis Same as GOES-8
GOES-10 25 April 1997 60◦ W Three-axis Same as GOES-8
GOES-11 3 May 2000 135◦ W Three-axis Same as GOES-8
GOES-12 23 July 2001 75◦ W Three-axis Same as GOES-8
GOES-13 25 May 2006 75◦ W Three-axis Imager, sounder, solar X-ray

imager, SEM
GOES-14 27 June 2009 135◦ W Three-axis Same as GOES-13
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11.8.1.1 Payloads on GOES Satellites

First generation: The first generation GOES satellites carry the visible and infrared spin scan
radiometer (VISSR), weather facsimile transponders (WEFAX), space environment monitor
(SEM), VISSR atmospheric sounder (VAS) and data collection system (DCS).

1. Visible and infrared spin scan radiometer (VISSR). The instrument carried on-board
GOES-1, 2 and 3 satellites provided high-quality day/night cloud cover data and made
radiance temperature measurements of the Earth/atmosphere system. The VISSR instru-
ment consists of a scanning system, a telescope and infrared and visible sensors.

2. Space environment monitor (SEM). SEM measured the proton, electron and solar X-ray
fluxes and magnetic fields.

3. Data Collection System (DCS). DCS relayed processed data from central weather facilities
to small APT-equipped regional stations and collected and re-transmitted data from remotely
located Earth-based platforms.

4. VISSR Atmospheric Sounder (VAS). GOES-4, 5, 6 and 7 satellites were equipped with
an improved VISSR incorporating a VISSR atmospheric sounder (VAS). VAS measured
vertical temperature versus altitude cross-sections of the atmosphere. From these cross-
sections the altitudes and temperatures of clouds were determined and a three-dimensional
picture of their distribution was drawn for more accurate weather prediction.

5. Weather facsimile transponders (WEFAX). They are used to transmit low-resolution
imagery sectors as well as conventional weather maps to users with low-cost reception
equipment. Images of the GOES satellites and the images received from the polar orbiting
satellites are processed in the ground stations and then radioed back up to the GOES satel-
lite for broadcast in graphical form as ‘weather fascimile’ or WEFAX. WEFAX images are
received by ground stations on land as well as on ships.

Second generation: The second generation of GOES satellites has identical payloads, compris-
ing of an imager, sounder, space environment monitor (SEM), weather facsimile transponders
(WEFAX) and search and rescue transponders (SARSAT, or search and rescue satellite-aided
tracking):

1. Imager. The GOES imager is a multichannel instrument designed to sense radiant and
solar-reflected energy from sampled areas of Earth. The imager operates in one visible
band of 0.52–0.72 �m, and four IR bands of 3.78–4.03 �m, 6.47–7.02 �m, 10.2–11.2
�m and 11.5–12.5 �m with a resolution of 4 km in the 0.52–0.72 �m, 3.78–4.03 �m
and 10.2–11.2 �m bands and of 8 km in the 6.47–7.02 �m and 11.5–12.5 �m bands.
The imager of GOES-12 satellite has a 12.9–13.7 �m band, instead of the 11.5–12.5 �m
band. The resolution of the 6.47–7.02 �m band for GOES-12 satellite is 4 km instead
of 8 km.

The 0.52–0.72 �m band is used for cloud, pollution, haze and storm detection. The 3.78–
4.03 �m band is used for identification of fog at night, discriminating water clouds and snow
or ice clouds during daytime, detecting fires and volcanoes and for night-time determination
of sea surface temperatures. The 6.47–7.02 �m band is used for estimating regions of mid-
level moisture content and for tracking mid-level atmospheric motion. The 10.2–11.2 �m
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band is used for identifying cloud-drift winds, severe storms and heavy rainfall and the
11.5–12.5 �m band is used for identification of low-level moisture, determination of sea
surface temperature and detection of air-borne dust and volcanic ash. For details on the
imager construction read the Section 11.5 on payloads.

2. Sounder. The GOES sounder is a 19-channel discrete-filter radiometer, covering the spec-
tral range from the visible channel wavelengths to around 15 �m in the long-IR band. It
has one channel in the visible band, six channels in the shortwave IR band, five channels
in the mediumwave IR band and seven channels in the longwave IR band. All 19 channels
have a spatial resolution of 8 km and 13-bit radiometric resolution. The sounder provides
data to determine the atmospheric temperature and moisture profiles, surface and cloud-top
temperatures and pressures, and ozone distribution. All this information is extracted from
the data using various mathematical analytic techniques. It operates both independently
and simultaneously with the imager. The construction details are given in Section 11.5 on
payloads.

3. Space environment monitor (SEM). The space environment monitor (SEM) studies the
activities of the sun and monitors its effect on the near-Earth environment. It basically mea-
sures the condition of the Earth’s magnetic field, the solar activity and radiation around
the spacecraft and transmits this data to a central processing facility. The SEM is a suite of
several instruments including the energetic particle sensor (EPS), X-ray sensor (XRS), solar
X-ray imager (SXI), extreme ultraviolet sensor (EUV) and a magnetometer. The EPS in-
cludes the energetic proton, electron and alpha detector (EPEAD) and the magnetic electron
detector (MAGED). The EPS detects electron and proton radiation trapped by the Earth’s
magnetic field and the direct solar protons, alpha particles and cosmic rays. The magnetome-
ter measures the three components of the Earth’s magnetic field and monitors the variations
caused by ionospheric and magnetospheric current flows. The XRS and SXI instruments
monitor X-ray activities of the sun and the EUV sensor measures solar ultraviolet radiation.

4. Weather facsimile transponders. They are used to transmit low resolution imagery sectors
as well as conventional weather maps to users with low-cost reception equipment. Images of
the GOES satellites and the images received from the polar orbiting satellites are processed in
the ground stations and then radioed back up to the GOES satellite for broadcast in graphical
form as a ‘weather facsimile’, or WEFAX. WEFAX images are received by ground stations
on land as well as on ships.

5. Search and rescue transponders (SARSAT). GOES satellites also carry search and rescue
transponders which can relay distress signals at all times. GOES satellites cannot locate these
distress signals. Only the low altitude polar orbiting satellites can compute their location.
The two satellites work together to create a search and rescue system, allowing a message
to be intercepted and relayed by a GOES satellite, even though the polar satellite may be
outside the control centre’s ‘line-of-sight.’

Third generation: Two satellites of the third generation GOES series [GOES 13 (N) and GOES
14 (O)] have been launched and the third satellite [GOES 15 (P)] will be launched in the near
future. These satellites have on-board them imager, sounder, solar X-ray imager and space
environment monitor (SEM) payloads. Each third generation satellite has one downlink and
five uplink channels in the S-band, eight downlink channels in the L-band and one downlink
and two uplink channels in the UHF band.
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1. Imager. The imager of the third generation GOES satellites is a multi-channel instrument
designed to sense radiant and reflected solar energy from sampled areas of the Earth. It
operates in five spectral bands namely channel 1 (0.52–0.71 �m), channel 2 (3.73–4.07 �m),
channel 3 (13.0–13.7 �m), channel 4 (10.2–11.2 �m) and channel 5 (5.8–7.3 �m). The
multi-element spectral channels simultaneously sweep east-west and west-east directions
along a north-to-south path by means of a two-axis mirror scan system. The instrument
can produce full-Earth disc images, sector images that contain the edges of the Earth and
various sizes of area scans completely enclosed within the Earth scene. The instrument is
used for cloud cover detection, determination of water vapour and sea surface temperatures,
wind determination and detection of fires and smoke.

2. Sounder. The sounder used on-board third generation GOES satellites is a 19-channel
discrete-filter radiometer covering the spectral range from the visible channel wavelengths
to far IR band up to 15 microns. It is designed to provide data from which atmospheric tem-
perature and moisture profiles, surface and cloud-top temperatures and ozone distribution is
deduced through mathematical computation and analysis. It uses a flexible scan system sim-
ilar to that of the imager and operates in the independent mode as well as simultaneously
with the imager. The sounder’s multi-element detector array assemblies simultaneously
sample four separate fields or atmospheric columns.

3. Solar X-ray imager (SXI). The Solar X-Ray imager (SXI) is essentially a small telescope
that is used to monitor the solar conditions and activities. Every minute the SXI captures an
image of the sun’s atmosphere in X-ray band, providing space weather forecasters with the
necessary information in order to determine when to issue forecasts and alerts of conditions
that may harm space and ground systems.

4. Space environment monitor (SEM). SEM consists of three instrument groups namely an
energetic particle sensor (EPS) package, two magnetometer sensors and a solar X-ray sensor
(XRS) and an extreme ultraviolet sensor (EUV). SEM provides real-time data to the Space
Environment Center (SEC) in Colorado, USA. SEC receives, monitors and interprets a wide
variety of solar terrestrial data and issues reports, alerts, warnings and forecasts for special
events such as solar flares and geomagnetic storms. EPS accurately measures the number
of particles over a broad energy range, including protons, electrons and alpha particles,
and are the basis for operational alerts and warnings of hazardous conditions. It comprises
magnetosphere electron detector (MAGED), energetic proton, electron, and alpha detector
(EPEAD), magnetosphere proton detector (MAGPD) and high energy proton and alpha
detector (HEPAD).

The magnetometer sensors can operate independently and simultaneously to measure the
magnitude and direction of the Earth’s geomagnetic field, detect variations in the magnetic
field near the spacecraft, provide alerts of solar wind shocks or sudden impulses that impact
the magnetosphere and assess the level of geomagnetic activity. The second magnetometer
sensor serves as a backup in case the first magnetometer sensor fails and provides for better
calibration of the magnetometer data channel. XRS is an X-ray telescope that observes and
measures solar X-ray emissions in two ranges - one from 0.05 to 0.3 nm and the second
from 0.1 to 0.8 nm. The five-channel EUV telescope is new on the third generation GOES
satellites. It measures solar extreme ultraviolet energy in five wavelength bands from 10
nm to 126 nm. The EUV sensor provides a direct measure of the solar energy that heats the
upper atmosphere and creates the ionosphere.
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11.8.2 Meteosat Satellite System

Meteosat satellite network is a European weather forecasting satellite system, currently oper-
ated by EUMETSAT (European Organisation for Meteorological Satellites). Meteosat satellites
aid the forecasters in swift recognition and prediction of various weather phenomena such as
thunderstorms, fog, rain, depressions, wind storms and so on. Meteosat satellites provide im-
proved weather forecasts to Europe, the Middle East and Africa. They also play a vital role in
contributing to the global network of weather satellites that continuously monitor the globe.

Meteosat system of satellites became operational in the year 1977, with the launch of
Meteosat-1 satellite. The system was maintained and operated by the ESA (European Space
Agency). Two generations of Meteosat satellites have been launched to date. The first genera-
tion of Meteosat satellites (Figure 11.19) comprise seven satellites, namely Meteosat-1, 2, 3,
4, 5, 6 and 7. All the first generation satellites were developed by ESA. However, the mainte-
nance of these satellites was given to the EUMETSAT in the year 1995. The second generation
Meteosat satellites (MSG, or Meteosat Second Generation) are an enhanced follow-on to the
first generation satellites. They are jointly developed by the ESA and EUMETSAT. Two satel-
lites have been launched in this series, MSG-2-1 (Figure 11.20) and MSG-2-2. Two more
satellites in the series are being planned to be launched in the near future.

Figure 11.19 First generation of Meteosat satellites (Reproduced by permission of Copyright 2005 ©
EUMETSAT)

Meteosat satellites are spin-stabilized satellites. They are placed in geostationary orbits at 0◦
longitude. The first generation Meteosat satellites contained a three-band imaging radiometer
operating in the visible, IR and water vapour bands. The second generation Meteosat satellites
carry the spinning enhanced visible and infrared imager (SEVIRI) radiometer and the geo-
stationary Earth radiation budget (GERB) payloads. They offer significant advantages over
the first generation Meteosat satellites. They provide images every 15 minutes in 12 visi-
ble and IR channels as compared to 30 min images in three channels on the first generation
Meteosat satellites. Their spatial resolution is also twice as compared to that of the first gen-
eration satellites. Table 11.2 lists the salient features of these satellites.
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Figure 11.20 MSG-2-1 satellite (Reproduced by permission of © EADS SPACE)

Table 11.2 Salient features of Meteosat satellites
Satellites Launch Orbit Payloads

First generation
Meteosat-1 23 November 1977 GEO Three-band imaging radiometer
Meteosat-2 19 June 1981 GEO Three-band imaging radiometer
Meteosat-3 15 June 1988 GEO Three-band imaging radiometer
Meteosat-4 6 March 1989 GEO Three-band imaging radiometer
Meteosat-5 3 March 1991 GEO Three-band imaging radiometer
Meteosat-6 20 November 1993 GEO Three-band imaging radiometer
Meteosat-7 2 September 1997 GEO Three-band imaging radiometer

Second generation
MSG-2-1 (Meteosat-8) 28 August 2002 GEO SEVIRI, GERB
MSG-2-2 (Meteosat-9) 21 December 2005 GEO SEVIRI, GERB

11.8.2.1 Payloads Onboard Meteosat Satellites

First Generation. An imaging radiometer on board the first generation Meteosat satellites
operates in three spectral bands, namely the visible band (0.5–0.9 �m), IR band (10.5–12.5 �m)
and water vapour band (5.7–7.1 �m). Resolution for the visible band is 2.5 km, while that for
the other two bands is 5 km.

Second Generation. The second generation Meteosat satellites had the SEVIRI and the
GERB payloads. SEVIRI is an advanced imaging radiometer operating in 12 channels of
four visible/near-IR bands and eight thermal-IR bands. The instrument comprises an optical
assembly, a scan assembly, a calibration unit, a detection electronic assembly and a cooler
assembly. The optical assembly consists of a telescope that focuses the incoming radiation
on to the detectors. The scan assembly provides continuous bidirectional scanning of Earth.
The detector assembly comprises 12 sets of detector arrays at the focal plane of the optical
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assembly. Silicon detectors are used for sensing visible radiation, InGaAs detectors for near-IR
radiation and HgCdTe detectors for thermal-IR radiation. The detector output is converted into
an electrical signal by means of a preamplifier and a main detection unit. The electrical signal
is sampled, digitized and transmitted back to the control centres on Earth. It provides images
every 15 minutes. Figure 11.21 shows the anatomy of the instrument.

Figure 11.21 SEVIRI payload onboard second generation Meteosat satellites (Reproduced by permis-
sion of Copyright 2005 © EUMETSAT)

GERB instrument (Figure 11.22) monitors the Earth’s radiation budget at the top of the atmo-
sphere. It is a scanning radiometer operating in two broadband channels, one covering the solar
spectrum (0.3–4.0 �m) and the other covering the mid-IR and long-IR spectrum (4.0–30 �m).
It has an accuracy level of 1% for IR channels and 0.5 % for solar channels. Measurements in
these bands allow calculations of the shortwave and longwave radiation, which is essential for
understanding Earth’s climate. It comprises a telescope assembly, scanning mechanism, linear
detector array, quartz filters, a calibration unit and a signal processing unit.
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Figure 11.22 GERB payload onboard second generation Meteosat satellites (Reproduced by permission
of © CCLRC)

11.8.3 Advanced TIROS-N (ATN) NOAA Satellites

The ATN NOAA series of satellites mark the fourth generation of polar weather forecasting
satellites in the Polar Operational Environmental Satellite (POES) program of USA. The first
satellite in this series was NOAA-8, launched on 23 March 1983. A total of 12 satellites have
been launched in this series since then, namely NOAA-8 (E), 9 (F), 10 (G), 11 (H), 12 (D),
13 (I), 14 (J), 15 (K), 16 (L), 17 (M) (Figure 11.23), 18 (N) and 19 (N′). Currently, six ATN
satellites, namely NOAA-13, 15, 16, 17, 18 and 19 are operational.

Figure 11.23 NOAA-17 satellite (Courtesy: NOAA and NASA)
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These satellites have polar, sun-synchronous low Earth orbits. Two satellites operate simulta-
neously at all times. One satellite is placed at an altitude of 833 km in a morning orbit (crossing
the equator at 7:30 a.m. local time) and the other at 870 km in an afternoon orbit (crossing
the equator at 1:40 p.m. local time). These satellites observe the polar areas and send more
than 16 000 measurements of atmospheric temperature and humidity, surface temperature,
cloud cover, water–ice–moisture boundaries, space proton and electron fluxes on a daily basis.
They also have the capability of receiving, processing and retransmitting data from search
and rescue beacon transmitters, free-floating balloons, buoys and globally distributed remote
automatic observation stations. Table 11.3 enumerates the salient features of the ATN NOAA
satellites.

Payloads on board ATN NOAA satellites include the advanced very high resolution radiome-
ter (AVHRR), AVHRR/2, AVHRR/3, advanced microwave sounding unit A (AMSU-A), ad-
vanced microwave sounding unit B (AMSU-B), HIRS/2, HIRS/3, space environment monitor
(SEM), high resolution picture transmission (HRPT), automatic picture transmission (APT),
direct sounder broadcast (DSB), Earth radiation budget experiment (ERBE), solar backscatter

Table 11.3 Salient features of Advanced TIROS-N NOAA satellites
Satellite Launch date Orbit Payloads

NOAA-8 23 March
1983

785 × 800 km × 99◦ AVHRR, TOVS, SEM, SARSAT, MSU,
SSU, HIRS/2, HRPT, DCS, APT, DSB

NOAA-9 12 December
1984

833 × 855 km × 99◦ AVHRR/2, HIRS/2, MSU, DCS, SARSAT,
ERBE, SBUV/2

NOAA-10 17 September
1986

795 × 816 km × 99◦ AVHRR, HIRS/2, SSU, MSU, DCS,
SARSAT, ERBE, SEM

NOAA-11 24 September
1988

838 × 854 km × 99◦ AVHRR/2, HIRS/2, SSU, MSU, DCS,
SARSAT, SBUV/2

NOAA-12 14 May 1991 804 km altitude, 98.7◦ AVHRR, HIRS, MSU, SEM
NOAA-13 9 August

1993
845 × 861 km × 99◦ AVHRR/2, HIRS/2, SSU, MSU, SARSAT,

SBUV/2, SEM
NOAA-14 30 December

1994
845 × 861 km × 99◦ AVHRR/2, HIRS/2, MSU, DCS, SARSAT

NOAA-15 13 May 1998 847 × 861 km × 99◦ AMSU/A, AMSU/B, AVHRR/3, HIRS/3,
OCI, SARSAT, APT, HRPT, DSB, SEM,
SBUV/2, ARGOS, DCS

NOAA-16 21 September
2000

807 × 824 km × 99◦ AMSU/A, AMSU/B, AVHRR/3, HIRS/3,
SBUV/2, OCI, SARSAT, DCS, ARGOS,
APT, HRPT, DSB, SEM

NOAA-17 4 June 2002 853 × 867 km × 99◦ AMSU/A, AMSU/B, AVHRR/3, HIRS/3,
SBUV/2, OCI, SARSAT, DCS, ARGOS,
APT, HRPT, DSB, SEM

NOAA-18 20 May 2005 853 × 872 km × 98.9◦ AVHRR/3, HIRS/3, AMSU/A, MHS,
SBUV/2, SEM/2, DCS/2, SARR, SARP,
DDR

NOAA-19 6 Feb 2009 870 km altitude, 98.73◦ AMSU/A, MHS, AVHRR/3, HIRS/4,
SBUV/2, SEM, A-DCS, SARSAT,
SARR, SARP
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ultravoilet radiometer (SBUV/2), TIROS operational vertical sounder (TOVS), microwave
sounder unit (MSU), stratospheric sounding unit (SSU), search and rescue transponders
(SARSAT) processor data collection system (DCS/2), microwave humidity sounder (MHS),
search and rescue repeater and sounder (SARR and SARP) and digital data recoder (DDR).

11.8.3.1 Important Payloads Onboard ATN NOAA Satellites

1. Advanced very high resolution radiometer (AVHRR). AVHRR is an imager used for
determining cloud cover and surface temperature of Earth, clouds and water bodies. The
first model of the AVHRR operated on five channels (0.58–0.68 �m, 0.725–1.10 �m,
3.44–3.93 �m, 10.3–11.3 �m and 11.5–12.5 �m). It was carried on board NOAA-8 and
NOAA-10 satellites. The second version of AVHRR, referred to as AVHRR/2, is a five
channel instrument operating at 0.58–0.68 �m, 0.725–1.10 �m, 3.55–3.93 �m, 10.3–
11.3 �m and 11.5–12.4 �m bands. It was carried on board the NOAA-9, 11, 13 and 14
satellites. The latest version of the instrument is AVHRR/3, operating on six channels
(0.58–0.68 �m, 0.72–1.00 �m, 1.58–1.64 �m, 3.55–3.93 �m, 10.3–11.3 �m and 11.5–
12.5 �m bands). NOAA-15, 16, 17, 18 and 19 satellites carried the AVHRR/3 payload.

AVHRR/3 is a cross-track scanning radiometer used for detailed analysis of hydro-
scopic, oceanographic and meteorological parameters. It comprises five modules, namely
the optical module, scanning assembly, detector module, radiant cooler module and the
processing electronics unit. The optical assembly consists of a reflective Cassegrain- type
telescope and various optical filters for splitting the incoming radiation into six optical
bands. Scanning is achieved by using an assembly of rotating mirrors. The detector as-
sembly comprises of different detectors for sensing different wavelengths. It has silicon
detectors for the visible band, InGaAs detectors for the near-IR band, InSb detectors for
the mid-IR band and the HgCdTe detector for the longwave-IR bands. The output of the
detector assembly is amplified, sampled and digitized in the processing unit.

2. Advanced microwave sounding unit A (AMSU/A). AMSU/A is a multichannel mi-
crowave radiometer that is used for measuring global atmospheric temperature profiles
and atmospheric water in all its forms. It is a cross-track, line-scanned instrument de-
signed to measure radiance in 15 discrete frequency channels. The operating frequency
bands are 23.800 GHz, 31.400 GHz, 50.300 GHz, 52.800 GHz, 53.596 GHz ±115 MHz,
54.400 GHz, 54.940 GHz, 55.500 GHz, 57.290 344 GHz (f0), f0 ± 217 MHz, f0 ±
322.2 MHz ± 48 MHz, f0 ± 322.2 MHz ± 22 MHz, f0 ± 322.2 MHz ± 10 MHz, f0 ±
322.2 MHz ± 4.5 MHz and 89.000 GHz. It was carried on NOAA-15, 16, 17, 18 and
19 satellites. It comprises four major subsystems, namely the antenna/drive/calibration,
receiver, signal processor and structural/thermal subsystems. It is configured as a com-
bination of two units, namely AMSU/A1 and AMSU/A2. AMSU/A1 module provides a
complete and accurate vertical temperature profile of the atmosphere from the Earth’s sur-
face to a height of approximately 45 km. AMSU/A2 module is used to study atmospheric
water in all its forms, with the exception of small ice particles.

3. Advanced microwave sounding unit B (AMSU/B). AMSU/B is a five channel cross-
track line-scanned microwave radiometer used to receive and measure radiation from a
number of different layers of the atmosphere in order to obtain global data on humidity
profiles. It works in conjunction with the AMSU/A instrument to provide a 20 channel
microwave radiometer. It was carried on board the NOAA-15, 16 and 17 satellites.
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The AMSU/B instrument consists of the following subsystems, namely the parabolic
reflector antenna, the quasi-optical front assembly and a receiver assembly. The parabolic
reflector scans the Earth for the incoming radiation. The incoming radiation is separated into
variousfrequencybandsintheoptical frontassembly.Thereceiverassemblyamplifies,samples
and digitizes the signals. The digitized receiver output is sent to control centres on Earth.

4. High resolution infrared sounder (HIRS). HIRS is a discrete stepping line scan radiome-
ter used mainly for calculating the vertical temperature profile from the Earth’s surface
to a height of around 40 km. The first HIRS instrument was developed and flown in 1975
on the Nimbus-6 satellite. The improved version of the instrument, HIRS/2, was flown on
the TIROS-N, NOAA-8, 9, 10, 11, 12, 13 and 14 satellites. Additional improvements and
operational changes resulted in the design of HIRS/3. NOAA-15, 16, 17 and 18 satellites
carried the HIRS/3 payload. The HIRS/4 design is a modification of the HIRS/3 design,
and is carried onboard the NOAA-19 satellite.

HIRS/3 works in 20 spectral bands including one visible channel (0.69 �m), seven
shortwave-IR channels (3.7–4.6 �m) and 12 longwave-IR channels (6.5–15 �m). It cal-
culates the vertical temperature profile of the atmosphere. The front end optical assembly
comprising a telescope and a rotating filter wheel separates the incoming radiation into
20 channels. The receiver assembly comprises a detector assembly, processing electronics
and command and telemetry units. The detector assembly uses a silicon photodiode for the
visible energy, an indium antimonide detector to sense shortwave-IR energy and a mer-
cury cadmium telluride detector for longwave-IR energy. The detector output is a weak
signal that is amplified using low noise amplifiers. The amplified signal is then sampled,
multiplexed and digitized and sent to the ground station. HIRS/4 is a 20 channel scanning
radiometric sounder. It operates in one visible channel (0.69 �m), seven shortwave-IR
channels (3.7–4.6 �m) and 12 longwave-IR channels (6.7–15 �m).

5. Space energy monitor (SEM). The SEM is a multichannel spectrometer that senses flux
of charged particles over a broad range of energies. This helps in understanding the solar–
terrestrial environment. It was carried on NOAA-8, 10, 12, 13, 15, 16, 17 and 19 satellites.
SEM/2 is an improved version of the SEM, which will be carried on the new satellites
to be launched. It measures the flux over a broader range of energies. SEM/2 consists of
two detectors, namely the total energy detector (TED) and the medium energy proton and
electron detector (MEPED).

6. Solar backscatter ultraviolet radiometer (SBUV). This is a nadir-pointing, non-spatial,
spectrally scanning, ultraviolet radiometer comprising of a sensor module and an electron-
ics module. The instrument measures solar irradiance and Earth radiance (backscattered
solar energy) in the near ultraviolet spectrum.

7. Search and rescue satellite-aided tracking system (COPAS-SARSAT). This transmits
the location of emergency beacons from ships, aircraft and people in distress around the
world to the ground stations.

8. Microwave humidity sounder (MHS). This is a five-channel microwave instrument in-
tended primarily to measure profiles of atmospheric humidity. Additionally, it measures the
liquid water content of clouds and provides qualitative estimates of the precipitation rate.

9. Search and rescue repeater (SARR). SARR is used for receiving and re-broadcasting
the 406 MHz signals to a ground station where they can be detected and located by
measuring their Doppler shift.

10. Search and rescue processor (SARP). This provides stored data interleaved with the
real-time data sent through the downlink transmitter.
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11.9 Future of Weather Forecasting Satellite Systems

Future weather forecasting satellites will carry advanced payloads including multispectral im-
agers, sounders and scatterometers with better resolution. Hyperspectral measurements from
newly developed interferometers will be possible in the near future. These instruments will
have more than thousand channels over a wide spectral range. Also, the satellite data download
rates are expected to exceed several terabytes per day. Therefore, the information content will
vastly exceed that of the current measuring devices. Emerging new technologies including
the use of rapidly developing visualization tools will be employed. All of these technological
advancements will help in unlocking the still unresolved mysteries towards improving our
understanding and prediction of atmospheric circulation systems such as tropical cyclones. In
addition, there will be an increase in integrated use of satellite data and conventional meteoro-
logical observations for synoptic analysis and conventional forecast to extract critical weather
information.
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Glossary
Altimeter: An altimeter is a type of radar that sends a very narrow pulse of microwave radiation of
duration of a few nanoseconds vertically towards Earth. The time taken by the reflected signal to reach
the satellite helps in determining the distance of the satellite from Earth with an accuracy of a few
centimetres
False colour composite images: False colour composite images are colour enhanced IR images where
all the features having the same temperature or same reflectivity are assigned a particular colour
Geostationary orbit: This is a circular equatorial orbit with an altitude of appoximately 36 000 km.
Satellites in this orbit remain stationary with respect to Earth
GOES: The GOES (geostationary operational environmental satellite) system is a geostationary weather
satellite system of the USA
Imager: An imager is an instrument that measures and maps sea-surface temperatures, cloud-top tem-
peratures and land temperatures
IR images: Infrared images measure radiation emitted by the atmosphere and Earth in the IR band. They
provide information on the temperature of the underlying surface or the cloud
Lidar: Lidar is an active sensor that emits laser pulses and measures the time of return of the scat-
tered beam
Microwave image: Microwave images are taken in the wavelength region of 0.1 to 10 cm
Polar sun-synchronous orbit: Polar sun-synchronous orbits are near polar low Earth orbits in which
the satellite visits a particular place at a fixed time in order to observe that place under similar solar
conditions
Radar: Radar is an active microwave instrument that works on the principle of sending out a pulse of
microwave radiation and measuring the return signal as a function of time
Radiometer: The Radiometer is an instrument that makes quantitative measurements of the amount of
electromagnetic radiation incident on a given area within a specified wavelength band
Synthetic aperture radar (SAR): SAR is a special type of radar that uses the motion of the spacecraft
to emulate a large antenna from a physically small antenna
Scatterometer: A scatterometer is a microwave radar sensor used to measure the reflection or scattering
effect produced while scanning the surface of the Earth. They emit a fan-shaped radar pulse of the duration
of the order of a few milliseconds and measure the frequency and intensity profile of the scattered pulse
Sounder: The sounder is a special kind of radiometer that measures changes of atmospheric temperature
with height, and also changes in the water vapour content of the air at various levels
Visible images: Visible images are formed by measuring the reflected or scattered sunlight in the visible
wavelength band (0.4–0.9 �m). The intensity of the image depends on the reflectivity (referred to as
albedo) of the underlying surface or clouds
Water vapour image: Water vapour images are constructed using the IR wavelength around 6.5 �m
that is absorbed by water vapour in the atmosphere. These images detect invisible water vapour in the air,
primarily from around 10 000 feet up to 40 000 feet. Hence, the level of brightness of the image taken in
this band indicates the presence or absence of moisture
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Navigation Satellites

Navigation is the art of determining the position of a platform or an object at any specified time.
Satellite-based navigation systems represent a breakthrough in this field that has revolutionized
the very concept and application potential of navigation. These systems have grown from a
relatively humble beginning as a support technology to that of a critical player used in a
vast array of economic, scientific, civilian and military applications. Two main satellite-based
navigation systems in operation today are the Global Positioning System (GPS) of the USA and
the Global Navigation Satellite System (GLONASS) of Russia. The GPS navigation system
employs a constellation of 24 satellites and ground support facilities to provide the three-
dimensional position, velocity and timing information to all the users worldwide 24 hours a day.
The GLONASS system comprises 21 active satellites and provides continuous global services
like the GPS. These navigation systems are used in various domains such as surveying and
navigation, vehicle tracking, automatic machine guidance and control, geographical surveying
and mapping and so on. The chapter gives a brief outline on the development of satellite-based
navigation systems and a descriptive view of the fundamentals underlying the operation of
the GPS and GLONASS navigation systems and the future trends in satellite based navigation
systems.

12.1 Development of Satellite Navigation Systems

Various navigation methods have been used over the ages including marking of trails us-
ing stones and twigs, making maps, making use of celestial bodies (sun, moon and stars),
monumental landmarks and using instruments like the magnetic compass, sextant, etc. These
traditional methods were superceded by ground-based radio navigation techniques in the early
20th century. These ground-based systems were widely used during World War II. These
systems, however, could only provide accurate positioning services in small coverage areas.
Accuracy reduced with an increase in the coverage area. Satellite-based navigation systems
were developed to provide accurate as well as global navigation services simultaneously. These
systems emerged on the scene in the early 1960s. They provided an accurate universal reference
system that extends everywhere over land as well as sea and in near space regardless of weather
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conditions. These systems were originally developed for military operations, but their use for
civilian applications soon became commonplace.

Initially, the systems developed were based on the ‘Doppler effect’. Later ‘trileration’-
based systems came into the picture. In this section, the various development stages of both
these systems will be discussed, with more emphasis on the ‘trileration’-based systems, as
the contemporary satellite navigation systems use this technique. Moreover, the focus of this
chapter is also on the ‘trileration’-based systems.

12.1.1 Doppler Effect based Satellite Navigation Systems

The first satellite navigation system was the Transit system developed by the US Navy and
John Hopkins University of the USA back in the early 1960s. The first satellite in the system,
Transit I, was launched on 13 April 1960. It was also the first satellite to be launched for
navigation applications. The system was available for military use in the year 1964 and to
civilians three years later in 1967. The system employed six satellites (three active satellites
and three in-orbit spares) in circular polar LEOs at altitudes of approximately 1000 km. The last
Transit satellite was launched in the year 1988. The main limitations of the system were that
it provided only two-dimensional services and was available to users for only brief time periods
due to low satellite altitudes. Moreover, high speed receivers were not able to use the system.
The system was terminated in the year 1996. The Transit system was followed by the Nova
navigation system, which was an improved system having better accuracy.

Russians launched their first navigation satellite, Kosmos-158, in the year 1967, seven years
after the first American navigation satellite launch. The satellite formed a part of the Tsyklon
system. It provided services similar to that provided by the Transit system. It was operational
until 1978. The system was superceded by the Parus and the Tsikada systems. Parus is a
military system comprising satellites in six orbital planes spaced at 30◦ longitude intervals,
thus having an angular coverage of 180◦. Ninety-eight satellites have been launched in the Parus
system with the last satellite Parus 98 launched on 21 July 2009. The system is operational
and is mainly used for data relay and store-dump communication applications. Tsikada is a
civilian system covering the rest of the 180◦. It comprised satellites in four orbital planes at
45◦ intervals. Twenty Tsikada satellites have been launched with the last satellite launched on
21 January 1995.

All the systems discussed above are based on the ‘Doppler effect’. The satellite trans-
mits microwave signals containing information on its path and timing. The pattern of the
Doppler shift of this signal transmitted by the satellite is measured as it passes over the receiver
(Figure 12.1). The Doppler pattern coupled with the information on the satellite orbit and tim-
ing establishes the location of the receiver station precisely. One satellite signal is sufficient for
determining the receiver locations. However, the systems mainly transmit two frequencies as
it improves the accuracy of the system. As an example, the Transit system transmitted signals
at 150 MHz and 400 MHz frequencies. The positioning accuracy was around 500 m for single
frequency users and 25 m for dual frequency users.

12.1.2 Trilateration-based Satellite Navigation Systems

Doppler-based navigation systems have given way to systems based on the principle of ‘trilera-
tion’, as they offer global coverage and have better accuracy as compared to the Doppler-based
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Figure 12.1 Principle of operation of Doppler effect based satellite navigation systems

systems. In this case, the user receiver’s position is determined by calculating its distance from
three (or four) satellites whose orbital and the timing parameters are known. The receiver is
at the intersection of the invisible spheres, with the radius of each sphere equal to the distance
between a particular satellite and the receiver, with the centre being the position of that satel-
lite (Figure 12.2). Two such systems are in operation today, namely the Global Positioning
System (GPS) of the USA and the Global Navigation Satellite System (GLONASS) of Russia.
Another trilateration-based navigation system is the European system named Galileo. It is
currently in the development phase. The first test satellite of the constellation was launched on

Figure 12.2 Principle of operation of trileration-based satellite navigation systems
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28 December 2005, while the second test satellite was launched on 26 April 2008. The third
test satellite will be launched in the near future. These satellites will characterize the critical
technologies of the system.

12.1.2.1 Development of the Global Positioning System (GPS)

The first effort in this area began in the year 1972, with the launch of Timation satellites. These
satellites provided time and frequency transfer services. Three satellites were launched in this
series. The third satellite acted as a technology demonstrator for the Global Positioning Sys-
tem (GPS) Program, also known as the Navigation Satellite Timing and Ranging (NAVSTAR)
Program. The GPS was the first operational navigation system that provided continuous posi-
tioning and timing information anywhere in the world. It was developed by the US Department
of Defense (DoD) for use in military operations. It is now a dual-use system, used for both
military as well as civilian applications. The GPS receivers calculate their location on the basis
of ranging, timing and position information transmitted by GPS satellites [the GPS satellites
transmit information at two frequencies, 1575.42 MHz (L1) and 1227.6 MHz (L2)].

The first GPS satellite was launched on 22 February 1978. It marked the beginning of
first generation GPS satellites, referred to as Block-I satellites (Figure 12.3). Eleven satellites
were launched in this block and were mainly used for experimental purposes. These satellites
were out of service by the year 1995. The second generation of GPS satellites (Figure 12.4)
comprised Block-II and Block-IIA satellites. Block-IIA satellites were advanced versions of
Block-II satellites. A total of 28 Block-II and Block-IIA satellites (nine satellites in the Block-II
series and 19 satellites in the Block-IIA series) were launched over the span of eight years,
from 1989 to 1997. The GPS system was declared fully functional on 17 July 1995, ensuring
the availability of at least 24 operational, non-experimental GPS satellites.

Currently, third generation GPS satellites, referred to as Block-IIR (Figure 12.5) satellites,
are being launched. The first satellite in this series was launched in the year 1997, with 21

Figure 12.3 Block-I GPS satellite (Courtesy: NASA)
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Figure 12.4 Block-II and -IIA GPS satellites (Courtesy: NASA)

Figure 12.5 Block-IIR GPS satellites (Reproduced by permission of Lockheed Martin)

satellites planned to be launched in this block. Till December 2009, 13 Block-IIR satellites had
been launched. One of the potential advantages of Block-IIR satellites over the Block-II and
-IIA satellites is that they have reprogrammable satellite processors enabling upgradation of
satellites while in orbit. These satellites can calculate their own positions using intersatellite
ranging techniques. Moreover, they have more stable and accurate clocks on board as compared
to the Block-II and Block-IIA satellites. Block-IIR satellites have three Rubidium atomic clocks
(having an accuracy of 1 second in 300 000 years), whereas Block-II and Block-IIA satellites
have two Cesium atomic clocks (having an accuracy of 1 second in 160 000 years) and two
Rubidium atomic clocks (having an accuracy of 1 second in 300 000 years). Eight of the planned
Block-IIR satellites have been improved further and are renamed Block-IIR-M satellites. These



514 Navigation Satellites

satellites will carry a new military code on both the frequencies (L1 and L2) and a new civilian
code on the L2 frequency. The dual codes will provide increased resistance to jamming and
the new civilian code will provide better accuracy to civilian users by increasing capability
to compensate for atmospheric delays. Seven Block-IIR-M satellites have been launched till
date.

Block-IIR-M satellites will be followed by Block-IIF satellites, with 12 Block-IIF satellites
(Figure 12.6) planned to be launched by the year 2011. These satellites will have a third carrier
signal, L5, at 1176.45 MHz. They will also have a larger design life, fast processors with more
memory and a new civilian code. The GPS-III phase of satellites are in the planning stage.
These satellites will employ spot beams, enabling the system to have better position accu-
racy (less than a meter). They will be positioned in three orbital planes having non-recurring
orbits.

Figure 12.6 Block-IIF GPS satellites (Reproduced by permission of © Aerospace Corporation)

12.1.2.2 Development of the GLONASS Satellite System

GLONASS is a Russian satellite navigation system managed by the Russian space forces and
operated by the Coordination Scientific Information Centre (KNIT) of the Ministry of Defence,
Russia. The system is a counterpart to the GPS system of the USA. Moreover, both systems
have the same principle of operation in data transmission and positioning methodology.

The first GLONASS satellite was launched on 12 October 1982, four years after the launch
of the first GPS satellite. Two GLONASS satellites were launched into MEO orbits at an
altitude of 19 100 km to characterize the gravitational fields at these orbit heights. The launch
marked the beginning of the experimental phase or the pre-operational phase (Block-I) of the
GLONASS satellite system. Eighteen satellites were launched in this phase between the years
1982 and 1985. Block-I experimental satellites were followed by the operational Block-IIa,
-IIb and -IIv satellites. Six Block-IIa satellites were launched in the span of two years between
1985 and 1986. They had a longer operational life and more accurate and stable clocks than the
Block-I satellites. Of 12 Block-IIb satellites launched, six were lost during the launch phase.
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Block-IIV satellites followed the block-IIb satellites. A total of 25 Block-IIV satellites were
launched between the years 1988 and 2000. Block-IIa, -IIb and -IIV satellites are referred to
as the first generation GLONASS satellites.

First generation GLONASS satellites (Figure 12.7) were launched in two phases, namely
Phase-I and Phase-II. It was planned that during Phase-I, 10 to 12 satellites would be launched
by the year 1989-1990. Phase-II marked the deployment of the complete 21 satellite system
by the year 1991. However, Phase-I satellites were launched only by the year 1991 and the
deployment of a full constellation of 21 satellites was completed by the end of the year 1995.
The system was officially declared operational on 23 September 1993. Thereafter, the number
of operational satellites decreased due to the short lifetime of operational satellites and because
no new satellites was being launched. There were only 10 operational satellites in August 2000.

Figure 12.7 First generation GLONASS satellites

In 2001, the Russian government took steps to revive and enhance the GLONASS system
to a constellation of 24 satellites within a decade. The development work for the second
generation GLONASS satellites, also referred to as GLONASS-M (Uragan-M) (Figure 12.8)
satellites, started in the 1990s. The first satellite of the GLONASS-M series was launched
in the year 2001. Twenty satellites in the GLONASS-M series have been launched by July
2009. GLONASS-K satellites (Figure 12.9) are the third generation GLONASS satellites.
The first satellite of the GLONASS-K series is scheduled to be launched in the year 2010.
Second and third generation GLONASS satellites have improved lifetimes over first generation
GLONASS satellites (GLONASS-M has a design lifetime of seven years and GLONASS-K
of 10 to 12 years). GLONASS-K satellites will offer an additional L-band navigational signal.
As of February 2009, the system comprised 19 operational satellites.

After this brief description on the development of the GPS and the GLONASS satellite
systems, both systems are discussed at length in the sections to follow.
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Figure 12.8 GLONASS-M satellites

Figure 12.9 GLONASS-K satellites

12.2 Global Positioning System (GPS)

The GPS comprises of three segments, namely the space segment, control segment and user
segment. All the three segments work in an integrated manner to ensure proper functioning of
the system. In this section, we discuss these three segments in detail.

12.2.1 Space Segment

The space segment comprises of a 28 satellite constellation out of which 24 satellites are active
satellites and the remaining four satellites are used as in-orbit spares. The satellites are placed
in six orbital planes, with four satellites in each plane. The satellites orbit in circular medium
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Figure 12.10 Space segment of GPS

Earth orbits (MEO) at an altitude of 20 200 km, inclined at 55◦ to the equator (Figure 12.10).
The orbital period of each satellite is around 12 hours (11 hours, 58 mins). The MEO orbit was
chosen as a compromise between the LEO and GEO orbits. If the satellites are placed in LEO
orbits, then a large number of satellites would be needed to obtain adequate coverage. Placing
them in GEO orbits would reduce the required number of satellites, but will not provide good
polar coverage. The present constellation makes it possible for four to ten satellites to be visible
to all receivers anywhere in the world and hence ensure worldwide coverage.

All GPS satellites are equipped with atomic clocks having a very high accuracy of the or-
der of a few nanoseconds (3 ns in a second). These satellites transmit signals, synchronized
with each other on two microwave frequencies of 1575.42 MHz (L1) and 1227.60 MHz (L2).
These signals provide navigation and timing information to all users worldwide. The satel-
lites also carry nuclear blast detectors as a secondary mission, replacing the ‘Vela’ nuclear
blast surveillance satellites. The satellites are powered by solar energy. They have back-up
batteries on board to keep them running in the event of a solar eclipse. The satellites are
kept in the correct path with the help of small rocket boosters, a process known as ‘station
keeping’.

12.2.2 Control Segment

The control segment of the GPS system comprises a worldwide network of five monitor stations,
four ground antenna stations and a master control station. The monitor stations are located at
Hawaii and Kwajalein in the Pacific Ocean, Diego Garcia in the Indian Ocean, Ascension Island
in the Pacific Ocean and Colorado Springs, Colorado. There is a master control station (MCS)
at Schriever Air Force Base in Colorado that controls the overall GPS network. The ground
antenna stations are located at Diego Garcia in the Indian Ocean, Kwajalein in the Pacific
Ocean, Ascension Island in the Pacific Ocean and at Cape Canaveral, USA. Figure 12.11
shows the locations of the stations of the control segment.
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Figure 12.11 Control segment of GPS

Each of the monitor stations is provided with high fidelity GPS receivers and a Cesium
oscillator to continously track all GPS satellites in view. Data from these stations is sent to the
MCS which computes precise and updated information on satellite orbits and clock status every
15 minutes. This tracking information is uploaded to GPS satellites through ground antenna
stations once or twice per day for each satellite using S band signals. This helps to maintain
the accuracy and proper functioning of the whole system. The ground antenna stations are also
used to transmit commands to satellites and to receive satellite telemetry data. Figure 12.12
describes the functioning of the control segment.

12.2.3 User Segment

The user segment includes all military and civil GPS receivers intended to provide position,
velocity and time information. These receivers are either hand-held receivers or installed on
aircraft, ships, tanks, submarines, cars and trucks. The basic function of these receivers is
to detect, decode and process the GPS satellite signals. Some of the receivers have maps of
the area stored in their memory. This makes the whole GPS system more user-friendly as it
helps the receiver to navigate its way out. Most receivers trace the path of the user as they
move. Certain advanced receivers also tell the user the distance they have travelled, their
speed and time of travel. They also tell the estimated time of arrival at the current speed when
fed with destination coordinates. Moreover, there is no limit to the number of users using
the system simultaneously. Today many companies make GPS receivers, including Garmin,
Trimble, Eagle, Lorance and Magellan. Figure 12.13 shows the photograph of a commonly used
GPS receiver.
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Figure 12.13 GPS receiver (Reproduced by permission of © Randy Bynum/www.nr6ca.org)
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GPS receivers comprise three functional blocks:

1. Radio frequency front end. The front end comprises one or more antennas to receive the
GPS signal, filters and amplifiers to discriminate the wanted signal from noise and a down-
converter to remove the carrier signal. Simple receivers process one GPS signal at a time
using multiplexing techniques. Sophisticated receivers comprise multiple channels for pro-
cessing the signals from various satellites simultaneously.

2. Digital signal processing block. It correlates the signals from satellites with signals stored
in the receiver to identify the specific GPS satellite and to calculate pseudoranges.

3. Computing unit. This unit determines position, velocity and other data. The display format
is also handled by the computing unit.

Figure 12.14 explains the functionality of the GPS system. GPS satellites transmit coded
information that is used for range calculations. Range and satellite position information from
three or four satellites is used to calculate the position of the receiver. A detailed description
of the working principle is discussed in the sections to follow.

Figure 12.14 Operation of the GPS navigation system

12.3 Working Principle of the GPS

12.3.1 Principle of Operation

The basic principle of operation of the GPS is that the location of any point can be determined
if its distance is known from four objects or points with known positions. Theoretically, if
the distance of a point is known from one object, then it lies anywhere on a sphere with the
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Figure 12.15 Determination of the position of any point

object as the centre having a radius equal to the distance between the point and the object
[Figure 12.15 (a)]. If the distance of the point is known from two objects, then it lies on the
circle formed by the intersection of two such spheres [Figure 12.15 (b)]. The distance from
the third object helps in knowing that the point is located at any of the two positions where the
three spheres intersect [Figure 12.15 (c)]. The information from the fourth object reveals the
exact position where it is located i.e., at the point where the four spheres intersect.

In the GPS, the position of any receiver is determined by calculating its distance from
four satellites. This distance is referred to as the ‘Pseudorange’. (The details of calculating the
pseudorange are covered later in the chapter.) The information from three satellites is sufficient
for calculating the longitude and the latitude positions; however, information from the fourth
satellite is necessary for altitude calculations. Hence, if the receiver is located on Earth, then
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its position can be determined on the basis of information of its distance from three satellites.
For air-borne receivers the distance from the fourth satellite is also needed. In any case, GPS
receivers calculate their position on the basis of information received from four satellites, as
this helps to improve accuracy and provide precise altitude information. The GPS is also a
source of accurate time, time interval and frequency information anywhere in the world with
unprecedented precision.

The GPS uses a system of coordinates called WGS-84, which stands for World Geodetic
System 1984. It produces maps having a common reference frame for latitude and longitude
lines. The system uses time reference from the US Naval Observatory in Washington DC in
order to synchronize all timing elements of the system.

12.3.2 GPS Signal Structure

The GPS signal contains three different types of information, namely the pseudorandom code,
ephemeris data and almanac data. The pseudorandom code (PRN code) is an ID (identity)
code that identifies which satellite is transmitting information and is used for ‘pseudorange’
calculations. Each satellite transmits a unique PRN code. Ephemeris data contains information
about health of the satellite, current date and time. Almanac data tells the GPS receiver where
each satellite should be at any time during the day. It also contains information on clock correc-
tions and atmospheric data parameters. All this information is transmitted at two microwave
carrier frequencies, referred to as L1 (1575.42 MHz) and L2 (1227.60 MHz). It should be
mentioned here that all satellites transmit on the same carrier frequencies, however different
codes are transmitted by each satellite. This enables GPS receivers to identify which satellite
is transmitting the signal. The signals are transmitted using the code division multiple access
(CDMA) technique.

Pseudorandom codes (PRN codes) are long digital codes generated using special algorithms,
such that they do not repeat within the time interval range of interest. GPS satellites transmit
two types of codes, namely the coarse acquisition (C/A code) and the precision code (P code).
C/A code is an unencrypted civilian code while the P code is an encrypted military code. During
military operations, the P code is further encrypted, known as the Y code, to make it more
secure. This feature is referred to as ‘antispoofing’. Presently, the C/A code is transmitted at
the L1 carrier frequency and the P code is transmitted at both L1 and L2 carrier frequencies. In
other words, the L1 signal is modulated by both the C/A code and the P code and the L2 signal
by the P code only. The codes are transmitted using the BPSK (binary phase shift keying)
digital modulation technique, where the carrier phase changes by 180◦ when the code changes
from 1 to 0 or 0 to 1.

The C/A code comprises 1023 bits at a bit rate of 1.023 Mbps. The code thus repeats itself
in every millisecond. The C/A code is available to all users. GPS receivers using this code
are a part of standard positioning system (SPS). The P code is a stream of 2.35 × 1014 bits
having a modulation rate of 10.23 Mbps. The code repeats itself after 266 days. The code
is divided into 38 codes, each 7 days long. Out of the 38 codes, 32 codes are assigned to
various satellites and the rest of the six codes are reserved for other uses. Hence, each satellite
transmits a unique one-week code. The code is initiated every Saturday/Sunday midnight
crossing. Precise positioning systems (PPS), used for military applications, use this code. SPS
and PPS services are discussed later in the chapter.
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Other than these codes, the satellite signals also contain a navigation message comprising
the ephemeris and almanac data. This provides coordinate information of GPS satellites as
a function of time, satellite health status, satellite clock correction, satellite almanac and at-
mospheric data. The navigation message is transmitted at a bit rate of 50 kbps using BPSK
technique. It comprises 25 frames of 1500 bits each (a total of 37 500 bits). Figure 12.16 shows
the structure of the GPS satellite signal.

L2 carrier – 1227.60 MHz

P-code -10.23 Mbps

Navigational data – 50 kbps

C/A code – 1.023 Mbps

L1 carrier – 1575.42 MHz

L1 signal

L2 signal

Adder

Adder

Multiplier

MultiplierMultiplier

Figure 12.16 GPS satellite signal structure

12.3.3 Pseudorange Measurements

As mentioned before, the fundamental concept behind the GPS is to make use of simultaneous
distance measurements from three (or four) satellites to compute the position of any receiver.
The GPS receiver calculates its distance from the GPS satellites by timing the journey of the
signal from the satellite to the receiver, i.e. measuring the time interval between transmission
of the signal from the satellite and its reception by the receiver. As mentioned in the previous
section, each GPS satellite transmits a unique long digital pattern called the pseudorandom
code (PRN code). The receiver also runs the same code in synchronization with the satellite.
When the satellite signal reaches the receiver, it lags behind the receiver’s pattern depending
upon the distance between the satellite and the receiver (Figure 12.17). This time delay is
calculated by comparing and matching the satellite code sequence received by the receiver
with that stored in the receiver, using correlation techniques. Delay in the arrival of the signal
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Figure 12.17 Pseudorange measurements

is equal to its travel time. The pseudorange is calculated by multiplying this time with the
velocity of the electromagnetic signal. (Velocity of electromagnetic wave is same as that of
velocity of light.)

For such calculations to be effective, both the receiver and the satellites need to have accurate
atomic clocks. However, placement of accurate clocks on every receiver is not feasible, as these
clocks are very expensive. Receivers are equipped with inexpensive normal clocks which they
reset with the help of satellite clocks. This is done by making corrections on the basis that four
spheres will not intersect at one point if the measurements are not correct. As the distances are
measured from the same receiver, they are proportionally incorrect. The receiver performs the
necessary corrections to make the four spheres intersect and resets its clock constantly based
on these corrections. This makes receiver clocks as accurate as atomic clocks on the satellites.
In this way, the measurement of the distance of the receiver from the fourth satellite helps in
correcting for receiver clock errors and hence in increasing the accuracy of the system. In fact,
a GPS receiver calculates pseudoranges from all satellites visible to it.

Pseudorange measurements can also be done using carrier phase techniques. Range in this
case is the sum of the total number of full carrier cycles plus fractional cycle between the
receiver and the satellite, multiplied by the carrier wavelength (Figure 12.18). Carrier phase
measurements are more accurate than measurements done using PRN codes and are used for
high accuracy applications. However, they can be only used for differential GPS positioning
as they require a second receiver also (differential GPS is discussed later in the chapter). The
pseudorange can be defined as

Pseudorange = c�t (12.1)

where �t is the time taken by the satellite code to reach the receiver.

12.3.4 Determination of the Receiver Location

After calculating pseudoranges from four satellites, the receiver determines the position/time
solution of four ranging equations for generation of its position and time information.
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Figure 12.18 Carrier-phase measurements

(x1 − Ux)2 + (y1 − Uy)2 + (z1 − Uz)2 = (PR1 ± EC)2 (12.2)

(x2 − Ux)2 + (y2 − Uy)2 + (z2 − Uz)2 = (PR2 ± EC)2 (12.3)

(x3 − Ux)2 + (y3 − Uy)2 + (z3 − Uz)2 = (PR3 ± EC)2 (12.4)

(x4 − Ux)2 + (y4 − Uy)2 + (z4 − Uz)2 = (PR4 ± EC)2 (12.5)

where,

xn, yn, zn = x, y and z coordinates of the nth satellite
Ux, Uy, Uz = x, y and z coordinates of the user receiver

PRn = pseudorange of the user receiver from the nth satellite
EC = error correction

Thex, y and z coordinates of satellites are calculated from the altitude, latitude and the longitude
information of the satellite on the basis of complex three-dimensional Pythagoras equations.
All these calculations along with position determination calculations are carried out in the GPS
receiver using special algorithms.

After discussing the GPS system and its operation, readers are in a position to understand
the various services offered by the GPS system. In the next section, the positioning modes and
services offered by the GPS will be discussed.
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Problem 12.1
Compute the range in accuracies of the GPS system using (a) C/A code and (b) P code.

Solution: (a) The modulation rate of the C/A code is 1.023 Mbps. Therefore, the duration
of one bit = 1/1.023 × 106 ∼= 1 �s. As, distance = velocity × time and the velocity of the
electromagnetic wave = 3 × 108m/s. Therefore, the distance inaccuracy = 3 × 108 × 1 ×
10−6 = 300 m.
(b) The modulation rate of the P code is 10.23 Mbps. Therefore, the duration of one bit =
1/10.23 × 106 ∼= 0.1 �s and the distance inaccuracy = 3 × 108 × 0.1 × 10−6 = 30 m.
Therefore, the distance inaccuracy in the case of GPS system using the P code is 10
times less than the GPS system using the C/A code.

Problem 12.2
The code pattern generated by a transmitter is given in Figure 12.19. The same pattern
is also generated in the receiver. The pattern of the transmitter is received by the receiver
after some time delay. The receiver pattern and delayed received pattern are shown in
the figure. Calculate the distance between the transmitter and the receiver, if the bit rate
is 1 Mbps.

Figure 12.19 Figure for Problem 12.2

Solution: Let us assume that the bit pattern is received by the receiver after a time delay of
(�t). As can be seen from Figure 12.19, the bit pattern received by the receiver is shifted wrt
the pattern stored in the receiver by a time equal to the time period of 18 bits. Therefore,
�t = 18× one bit interval. As the bit rate is 1 Mbps, the bit period is 1/1 × 106 = 1�s.
Therefore the time taken by the pattern to reach the receiver is 18�s and the distance
between the receiver and the transmitter = 3 × 108 × 18 × 10−6 = 5400 m. This is just
a simple illustration of how the pseudorange calculations are done. However, in actual
practice, cross-correlation techniques are used to calculate the time delay (�t).

12.4 GPS Positioning Services and Positioning Modes

12.4.1 GPS Positioning Services

There are two levels of GPS positioning and timing services, namely the precision positioning
service (PPS) and the standard positioning service (SPS). The PPS, as the name suggests, is
the most precise and autonomous service and is accessible by authorized users only. SPS is
less accurate than PPS and is available to all users worldwide, authorized or unauthorized.
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12.4.1.1 Standard Positioning System (SPS)

SPS is a positioning and timing service available to all GPS users worldwide, on a continuous
basis without any charge. It is provided on L1 frequency using the C/A code. It has horizontal
position accuracy of the order of 100 to 300 m, vertical accuracy within 140 m and timing
accuracy better than 340 ns. SPS was previously intentionally degraded to protect US national
security interests using a scheme called ‘selective availability’. Selective availability (SA)
is a random error introduced into the ephemeris data to reduce the precision of the GPS
receivers. However, the scheme was turned off on 1 May 2000. With discontinuation of SA,
SPS autonomous positioning accuracy is presently at a level comparable to that of PPS.

12.4.1.2 Precision Positioning System (PPS)

PPS is a highly accurate military positioning, velocity and timing service which is available
only to authorized users worldwide. It is denied to unauthorized users by use of cryptography.
PPS service was mainly designed for US military services and is also available to certain
authorized US federal and allied government users. It uses the P code for positioning and
timing calculations. The expected positioning accuracy is 16 m for the horizontal component
and 23 m for the vertical component at 95 % probability level.

12.4.2 GPS Positioning Modes

Positioning with GPS can be performed in either of the following two ways:

1. Point positioning
2. Relative positioning

12.4.2.1 Point Positioning

Point positioning employs one GPS receiver to do the measurements. Here the receiver cal-
culates its position by determining its pseudoranges from three (or four) satellites using the
codes transmitted by the satellite (Figure 12.20). It is used for low accuracy applications like
the recreation applications and for low accuracy navigation.

12.4.2.2 Relative Positioning

GPS relative positioning, also referred to as differential positioning, employs two GPS re-
ceivers simultaneously for tracking the same satellites. They are used for high accuracy ap-
plications such as surveying, precision landing systems for aircraft, measuring movement of
the Earth’s crust, mapping, GIS and precise navigation. Special receivers known as differen-
tial GPS (DGPS) receivers are required for using this service. Pseudorange in this case can
be measured using either PRN codes (for medium accuracy applications) or by performing
carrier phase measurements (for high accuracy applications).

Differential GPS systems employ a receiver at a known position (known as the ‘base re-
ceiver’) to determine the inaccuracy of the GPS system. The basic idea is to gauge GPS
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Figure 12.20 Point positioning

inaccuracy at the base receiver and then to make corrections accordingly. The corrections are
based on the difference between the true location of the base receiver and the location deter-
mined by the GPS system. This correction signal is then broadcasted to all DGPS equipped
receivers in the area either through tower-based or satellite-based systems. Typical accuracy
of DGPS systems is of the order of 1 to 10 m. Figure 12.21 shows the conceptual working of
the DGPS system.

DGPS services are provided free of cost by government agencies or at an annual fee by
commercial providers. An example of DGPS service in operation is the network of land-
based broadcast towers near major navigable bodies of water established by the United States
Coast Guard (USCG). The system is free of cost but it has a limited number of base sta-
tions; hence the coverage area is very limited. Several commercial companies have established
DGPS systems. The base stations are located at areas of interest. Corrections from these
stations are transmitted to the users via communication satellites (not via GPS satellites).
These DGPS systems offer a better coverage area but they charge an annual fee for their
services.

Another free differential GPS service is the Wide Area Augmentation System (WAAS)
developed by the FAA (Federal Aviation Administration) for aviation users. It is a re-
gional augmentation DGPS employing a network of 25 ground reference stations that
cover the USA, Canada and Mexico. Each reference station is linked to a master station,
which puts together a correction message and broadcasts it via a satellite. WAAS capa-
ble receivers will have accuracies of the order of 3 to 5 m horizontally and 3 to 7 m in
altitude.

DGPS systems can either be real time differential systems or post-process differential
systems depending upon whether the position information is determined instantaneously
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Figure 12.21 Relative positioning

or at a later time. In real time systems, the position of the receiver is determined instan-
taneously whereas in the post-processing differential systems, the position information is
computed later. Differential GPS systems are further classified as static GPS surveying,
fast static GPS surveying, stop-and-go GPS surveying, RTK (real time kinematic) GPS and
real time differential GPS. The explanation of these systems is beyond the scope of the
book.

12.5 GPS Error Sources

GPS measurements are affected by several types of random errors and biases. These errors
may be due to inaccuracies in the receiver, errors in orbital positions of the satellites, receiver
and satellite clock errors, errors during signal propagation and multiple path errors. In addition
to these errors, the accuracy of the computed GPS position is also affected by geometric
locations of GPS satellites as seen by the receiver. The accuracy of civilian systems was
degraded intentionally, by employing ‘selective availability’. In this section, the main sources
of errors are discussed and ways of treating them are introduced.

The main sources of error are as follows:

1. Signal propagation errors. Signal propagation errors include delays in the GPS signal as it
passes through the ionospheric and tropospheric layers of the atmosphere. The ionosphere
acts like a dispersive medium that bends the GPS radio signals and changes their speed
as they pass through various ionospheric layers to reach the receiver. A change in speed
causes significant range error, whereas error due to bending is more or less negligible. The
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ionosphere speeds up propagation of the carrier phase while slows down the propagation
of the PRN code. Moreover, this delay is frequency dependent: the lower the frequency, the
greater is the delay. Hence, delay for the L2 signal is greater than that for the L1 signal.
The ionospheric error can be corrected using the differential GPS or by combining P code
measurements for both the L1 and L2 carriers. The troposphere acts as a non-dispersive
medium for GPS signals and delays the GPS carrier and the codes identically. The delay is
computed using various mathematical models.

2. Multipath reflections. Multipath reflections are also a major source of GPS errors. Mul-
tipath error occurs when the GPS signal arrives at the receiver through different paths
(Figure 12.22). Reflections of the GPS signal from objects such as tall buildings, large
rock surfaces or from the ground surface near the receiver provide multiple signals slightly
shifted in time, which results in errors. These errors can be reduced by using receivers
having ring antennas that attenuate the reflected signals or by selecting an observation site
with no reflecting objects in the vicinity of the receiver antenna, etc.

Figure 12.22 Multipath reflections

3. Clock errors. As mentioned before, the receiver clock is not as accurate as the atomic clock
on board GPS satellites. Although correction algorithms are employed to reduce the errors,
there are still some timing errors present. Inaccuracies in satellite clocks also lead to range
errors. However, as satellites use accurate atomic clocks, errors due to their inaccuracies
are not appreciable.

4. Ephemeris errors. These errors are due to inaccuracies in the satellite’s reported location.
Generally, ephemeris error is of the order of 2 to 5 m. Ephemeris errors can be reduced by
using differential GPS techniques.
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5. Number of satellites visible. The errors decrease as the number of satellites visible to
the receiver increases. Buildings, terrain, rocks and electronic interference block signal
reception, causing position errors. GPS units typically do not work indoors, underwater or
underground.

6. Satellites geometry. The error also depends on satellite geometry, i.e. on the geometry of
locations of GPS satellites as seen by the receiver. If satellites are located at wide angles
relative to each other, then the errors are less [Figure 12.23 (a)]. However, if they are
located in tight grouping, then the errors increase [Figure 12.23 (b)]. In fact, if satellites are
clustered near each other, then one metre of error in the measuring distance may result in tens
or hundreds of metres of errors in position. For satellites scattered in the sky, position error
is of the order of a few metres for every metre of error in measuring distances. This effect
of the geometry of satellites on position error is called ‘geometric dilution of precision’
(GDOP).

Figure 12.23 Errors caused by satellite geometry

7. The GPS signal is weak and hence can be jammed by a low power transmitter. Multiple
separated antennas assist in rejecting the signals coming from the ground. Increasing the
power of satellites will reduce the jamming probability. The plan is to use focused spot
beams in GPS-III satellites, to ensure a much higher signal power.

8. Selective availability. Selective availability (SA) was introduced by the US Department
of Defense to reduce the accuracy of GPS services for unauthorized users. SA intro-
duces two types of errors, namely the delta error and the epsilon error. The delta error
results from dithering of the clock signal and epsilon error is an additional slow vary-
ing orbital error. With SA turned on, nominal horizontal and vertical errors were 100 m
and 156 m respectively, at 95 % probability level. SA was discontinued on 1 May 2000,
resulting in much improved autonomous GPS accuracy (horizontal accuracy of the or-
der of 22 m and vertical accuracy of the order of 33 m at 95 % probability level).
Table 12.1 lists the typical values of errors caused due to these sources for the GPS and the
DGPS systems.
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Table 12.1 Typical values of various errors for the GPS and DGPS systems

Typical range error Typical range error
Error source for the GPS (m) for the DGPS (m)

Selective availability 10–25 —
Ionosphere delay 7–10 —
Troposphere delay 1–2
Satellite clock error 1 —
Satellite ephemeris error 1 —
Multipath error 0.5–2 0.5–2
Typical horizontal dilution of 1.5 1.5

precision
Range error 15–25 2

Problem 12.3
Calculate the range inaccuracy for a GPS system, where the synchronization between the
receiver clock and the satellite clock is off by 100 ps.

Solution: The range inaccuracy due to non-synchronization between the satellite and the
receiver clocks is given by

�R = �T × c

where

�R= range inaccuracy
�T = Non-synchronization between the satellite and the receiver clocks
c= speed of light

Therefore

�T = 100 ps = 10−10s

�R = 10−10 × 3 × 108 = 0.03 m.

The range inaccuracy is 0.03 m.

12.6 GLONASS Satellite System

GLONASS is a satellite navigation system developed by Russia. Like the GPS, it works
on the principle of ‘trileration’. Most of the concepts explained earlier vis-à-vis the
GPS system are also applicable to the GLONASS system. Hence the system will be
discussed in brief with more emphasis on features that are specific to the GLONASS
system. Table 12.2 shows the comparison between the GPS and the GLONASS naviga-
tion systems.



GLONASS Satellite System 533

Table 12.2 Comparison between the GPS and the GLONASS systems

Features GPS GLONASS

Number of satellites (currently 29 19
operational)

Number of orbital planes 6 3
Orbital inclination 55◦ 64.8◦

Orbit altitude 20 180 km 19 100 km
Period of revolution 11 h 58 min 00s 11 h 15 min 44s
Geodetic datum WGS-84 PZ-90
Geodetic time reference UTC (United States Naval UTC (Russia)

Observatory)
Signalling CDMA FDMA
L1 carrier frequency 1575.42 MHz 1602–1615.5 MHz
L2 carrier frequency 1227.60 MHz 1246–1256.5 MHz
Chip rate 1.023 Mbps for C/A code 511 kbps for C/A code

10.23 Mbps for P code 5.11 Mbps for P code
Number of code elements 1023 for C/A code 511 for C/A code

2.35 × 1014 for P code 5.11 × 106 for P code

12.6.1 GLONASS Segments

The GLONASS system also comprises of three segments, namely the space segment, the
control segment and the user segment.

12.6.1.1 Space Segment

The nominal constellation of the GLONASS system consists of 21 operational satellites plus
three spares in circular medium Earth orbits at a nominal altitude of 19 100 km (Figure 12.24).
The satellites are arranged in three orbital planes inclined at an angle of 64.8◦. Each plane
comprises eight satellites displaced at 45◦ with respect to each other. The orbital period of
each of these satellites is 11 hours, 15 minutes and 44 seconds. Each satellite is identified
by its slot number, which defines the orbital plane and its location within the plane. The first
orbital plane has slot numbers 1 to 8, the second orbital plane has slot numbers 9 to 16 and
the third orbital plane has slot numbers 17 to 24. Each of the GLONASS satellites carries
three cesium atomic clocks. The system time is derived from the UTC (Russian time). The
GLONASS system provides better coverage as compared to the GPS system at higher latitude
sites as GLONASS satellites are placed at a higher inclination than the GPS satellites. Each
of the satellites transmits range, timing and positioning information. The GLONASS system
uses the Earth parameter system 1990 (PZ-90) to determine the position of its satellites.

12.6.1.2 Control Segment

The control segment comprises a small number of control tracking stations (CTS), a sys-
tem control centre (SCC) and various quantum optical tracking stations (QOTS). CTS are
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Figure 12.24 Space segment of the GLONASS satellite system

monitoring ground stations located at various places in the former Soviet Union. SCC is the
main monitoring station located at Moscow. QOTS are laser ranging systems used for period-
ically calibrating the measurements done at CTS.

CTS track the GLONASS satellites in view, calculate the satellite ranges and receive satellite
navigation messages. This data is fed to the SCC where clock corrections, satellite status
messages and navigation messages are generated. These data are sent to CTS for further
transmission to the satellites. The measurements made by CTS are periodically calibrated with
measurements at QOTS sites.

12.6.1.3 User Segment

The user segment comprises military and civilian GLONASS receivers for providing posi-
tioning and timing information. These receivers, like the GPS receivers, can be hand-held or
platform-mounted and work on similar lines as the GPS receivers.

12.6.2 GLONASS Signal Structure

GLONASS satellites transmit signals carrying three types of information, namely the pseu-
dorandom code, almanac data and ephemeris data (Figure 12.25). Like the GPS system, the
GLONASS system also carries two types of pseudorandom codes, namely the C/A code and
the P code. They also transmit the C/A code on the L1 carrier and the P code on both the
L1 and L2 carriers. The navigation message is transmitted on both carriers. Each satellite
transmits the same pseudorandom code, but the carrier frequencies are different for each
satellite. Their carrier frequencies are in the range of 1602-1615.5 MHz for the L1 band and
1246-1256.5 MHz for the L2 band depending upon the channel number. The GLONASS
system uses the frequency division multiple access (FDMA) technique for transmitting
the signals.
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Figure 12.25 GLONASS signal structure

The nominal carrier frequencies for the L1 band are given by

fk1 = f01 + k�f1 (12.6)

where

f01 = 1602 MHz
�f1 = 562.5 kHz

k (frequency number used by the GLONASS) = 1 to 24

Similarly, for the L2 band, the carrier frequencies are given by

fk2 = f02 + k�f2 (12.7)

where

f02 = 1246 MHz
�f2 = 437.5 KHz

k (frequency number used by the GLONASS) = 1 to 24

Earlier, each satellite had a separate carrier frequency. However, the higher frequencies inter-
fered with the reserved radio astronomy bands. Therefore, the frequency pattern was changed
in the year 1998. A pair of satellites was assigned the same L1 and L2 frequencies. Hence
the value of k now varies from 1 to 12. Satellites carrying the same frequency were placed
in antipodal positions, i.e. on opposite sides of the Earth so that the user can not see them
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simultaneously. Future plans are to shift the L1 and L2 bands to 1598.0625–1604.25 MHz
and 1242.9375–1247.75 MHz respectively to avoid interference with radio astronomers and
operators of low Earth orbiting satellites. As mentioned before, GLONASS codes are the same
for all the satellites. The chipping rate for the C/A code and the P code are 0.511 Mbps and
5.11 Mbps respectively. The GLONASS navigation message is a 50 kbps data stream which
provides information on satellite ephemeris and channel allocation. They are modulated on to
the carrier using BPSK techniques.

The ranging measurements, position calculation methodology and positioning modes are
the same as that of the GPS system. The GLONASS system also offers standard positioning
services (SPS) and precise positioning services (PPS), similar to that offered by the GPS
system. However, the GLONASS system does not employ the ‘selective availability’ feature
of intentional degradation of the civilian code.

12.7 GPS-GLONASS Integration

Integration of the GPS and the GLONASS systems has improved positioning accuracy as
well as system reliability, as the integrated space segment has a larger number of satellites. It
has also increased the coverage area of the system. Increase in the total number of satellites
is particularly useful for urban areas as satellite visibility is poor in these areas due to tall
buildings. Figure 12.26 shows that the availability of satellites increases with integration.
Figure 12.26 (a) shows satellite availability with one system operational and Figure 12.26 (b)
shows the increase in the number of available satellites after integration.

The integration process is complex and faces two main problems. Firstly, the GPS and the
GLONASS systems use different coordinate frames (the GPS uses the WGS 84 system and the
GLONASS uses the Earth parameter system 1990 named PZ-90). Secondly, the systems use
different reference times. Hence, the receiver in this case needs to take measurements from a
minimum of five satellites. The working principle of receivers remains the same, as discussed

Figure 12.26 Availability of satellites increases with integration of the GPS and the GLONASS systems
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earlier. The accuracy level of the GPS-GLONASS integrated system is of the order of 7 m.
Accuracies of the order of 50 cm can be achieved if integrated differential GPS–GLONASS
or GPS–differential GLONASS receivers are used. If the differential GPS and the differential
GLONASS receivers are integrated, then accuracy levels of the order of 35 cm can be achieved.

Some companies have made receivers that compute position using data from both GPS and
GLONASS satellites. One such company is Ashtech, which has designed the GG24 GPS-
GLONASS receiver (Figure 12.27).

Figure 12.27 GPS–GLONASS receiver (Reproduced by permission of © Thales Navigation Inc.)

12.8 Applications of Satellite Navigation Systems

Satellite navigation represents one of the dual use space technologies that has found extensive
applications both in military and civilian fields. These systems have been in use over the
past two and a half decades and have replaced the conventional navigation methods in most
cases. Some of the main military application areas include weapon guidance, navigation,
tracking, etc. Civilian applications include construction and surveying, seismic surveying, air-
borne mapping, vehicle navigation, automotive, marine, military and aviation surveying. They
are also used in endeavours like aerial refuelling, rendezvous operations, geodetic surveying
and various search and rescue operations. In this section, these applications will be briefly
discussed.

12.8.1 Military Applications

Satellite navigation systems have proved to be a valuable aid for military forces. Military forces
around the world use these systems for diverse applications including navigation, targeting,
rescue, disaster relief, guidance and facility management, both during wartime as well as
peacetime. GPS and GLONASS receivers are used by soldiers and also have been incorporated
on aircraft, ground vehicles, ships and spacecraft. Some of the main applications are briefly
described in the following paragraphs.

1. Navigation. Navigation systems are invaluable for soldiers to navigate their way in unfa-
miliar enemy territory (Figure 12.28). They are replacing the conventional magnetic com-
pass used by soldiers for navigation. They can also be used by special forces and crack
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Figure 12.28 Soldiers using GPS receivers (Reproduced by permission of © The Aerospace
Corporation)

teams to reach and destroy vital enemy installations. As an example, GPS receivers were
used extensively by the US soldiers during Operation Desert Storm and Operation Iraqi
Freedom. The soldiers using this system were able to move to different places in the desert
terrain even during sandstorms or at night. More than 9000 such receivers were used during
the mission.

2. Tracking. The services of navigation satellites are also utilized to track potential targets
before they are declared hostile to be engaged by various weapon platforms. The tracking
data is fed as input to modern weapon systems such as missiles and smart bombs, etc.

3. Bomb and missile guidance. The GPS and GLONASS systems are used to guide bomb
and missiles to targets and position artillery for precise fire even in adverse weather con-
ditions. Cruise missiles commonly used by the USA use multichannel GPS receivers to
determine accurately their location constantly while in flight. The multiple launched rocket
system (MLRS) vehicle uses GPS-based inertial guidance to position itself and aim the

Figure 12.29 GPS-based inertial guidance system (Reproduced by permission of © The Aero-
space Corporation)
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launch box at a target in a very short time (Figure 12.29). GPS system was also used
extensively by US military during the Balkans bombing campaign in 1999, the Afghanistan
campaign in 2001–2002 and in Iraq in 2003.

4. Rescue operations. Satellite navigation systems prove invaluable to the military for deter-
mining the location of causality during operations and in navigating rescue teams to the site.

5. Map updation. These systems augment the collection of precise data necessary for quick
and accurate map updation.

12.8.2 Civilian Applications

Initially developed for military applications, satellite navigation systems soon became com-
monplace for civilian applications as well. In fact, civil applications outnumber military uses
in terms of range of applications, number of users and total market value. Satellite navigation
systems are finding newer and newer commercial applications due to decreasing cost, size and
introduction of new features. Civilian applications include marine and aviation navigation, pre-
cision timekeeping, surveying, fleet management, mapping, construction & surveying, aircraft
approach assistance, geographic information system (GIS), vehicle tracking, natural resource
and wildlife management, disaster management and precision agriculture etc.

1. For mapping and construction. Mapping, construction and surveying companies use satel-
lite navigation systems extensively as they can provide real time submetre and centimetre
level positioning accuracy in a cost-effective manner. They are mainly used in road con-
struction, Earth moving and fleet management applications. For these applications, receivers
along with wireless communication links and computer systems are installed on board the
Earth moving machines (Figure 12.30). The required surface information is fed to this ma-
chine. With the help of real time position information, an operator obtains information as
to whether the work is in accordance with the design plan or not. As an example, the tunnel
under the English Channel was constructed with the help of the GPS system. The tunnel
was constructed from both ends. The GPS receivers were used outside the tunnel to check
their positions along the way and to make sure that they met exactly in the centre. Satellite

Figure 12.30 Use of GPS satellites for mapping and construction (Reproduced by permission of
© Leica Geosystems)
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navigation systems are also used for telecom power placement, laying of pipelines, flood
plane mapping, oil, gas and mineral exploration and in glacier monitoring.

2. Saving lives and property. Many police, fire and emergency medical service units employ
GPS receivers to determine which available police car, fire truck or ambulance is nearest
to the emergency site, enabling a quick response in these critical situations. GPS-equipped
aircraft monitor the location of forest fires exactly, enabling the fire supervisors to send
firefighters to the required spot on time.

3. Vehicle tracking and navigation. Vehicle tracking is one of the fastest growing satellite
navigation applications today. Many fleet vehicles, public transportation systems, delivery
trucks and courier services use GPS and GLONASS receivers to monitor their locations at
all times. These systems combined with digital maps are being used for vehicle navigation
applications. These digital maps contain information like street names and directions, busi-
ness listings, airports and other important landmarks. Such units provide useful information
about the car’s position and the best travel routes to a given destination by linking itself to
a built-in digital map (Figure 12.31).

Figure 12.31 Satellite navigation systems for cars (Reproduced by permission of Paul Vlaar)

One of the emerging uses of the GPS and GLONASS systems is for air traffic control
(ATC). Here these systems are used for navigating and tracking the aircraft while in flight
(Figure 12.32). This helps in efficient routing (and hence in saving fuel) and in closer spacing
of plane routes in the air. They are also used in maritime navigation applications for vehicle
tracking and traffic management, etc.

Figure 12.32 Use of navigation satellites in air traffic control
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4. Environmental monitoring. GPS-equipped balloons monitor holes in the ozone layer
across the globe. Buoys tracking major oil spills transmit data using the GPS to guide
the clean-up operations. GPS systems are also used in wildlife management and insect
infestation. They are also used for determination of forest boundaries.

5. Monitoring structural deformations. Navigation systems are used for measuring deforma-
tions on the Earth’s crust. This helps in the prediction of earthquakes and volcanic eruptions.
Geophysicists have been exploiting the GPS since the mid-1980s to measure continental
drift and the movement of the Earth’s surface in geologically active regions. They are also
used for monitoring the deformation of dams, bridges and TV towers.

6. Archeology. Archeologists, biologists and explorers are using the satellite navigation sys-
tems to locate ancient ruins, migrating animal herds and endangered species.

7. Utility industry. Navigation systems are of tremendous help to the utility industry com-
panies like electric, gas, water companies, etc. Up-to-date maps provided by the navigation
systems help these companies to plan, build and maintain their assets.

8. Precision farming. Farming systems employ navigation receivers to provide precise guid-
ance for field operations and in the collection of map data on tillage, planting, weeds, insect
and disease infestations, cultivation and irrigation.

9. Precise timing information. GPS satellites provide precise and accurate timing informa-
tion within 100 ns of the universal time coordinated (UTC) atomic clock. The receiver
required for this application is different as well as more expensive than the standard GPS
receivers. It is used in applications such as telecommunications and scientific research. It is
also used for precise transfer of time between the world’s timing centres and helps in track-
ing deep space vehicles. It is a source of precise time for various military and intelligence
operations.

12.9 Future of Satellite Navigation Systems

Satellite based navigation systems are being further modernized so as to provide more accu-
rate and reliable services. The modernization process includes development of newer satellite
navigation systems, launch of new more powerful satellites, use of new codes, enhancement
of ground system, etc. In fact satellite based systems will be integrated with other navigation
systems so as to increase their application potential.

GPS system is being modernized so as to provide more accurate, reliable and integrated ser-
vices to the users. The first efforts in modernization began with the discontinuation of selective
availability feature, so as to improve the accuracy of the civilian receivers. In continuation
of this step, Block IIRM satellites carry a new civilian code on the L2 frequency. This helps
in further improving the accuracy by compensating for atmospheric delays and ensures more
navigation security. Moreover, these satellites carry a new military code (M-code) on both the
L1 and L2 frequencies. This provides increased resistance to jamming. These satellites also
have more accurate clock systems.

Block-IIF satellites (to be launched after the Block II satellites) planned to be launched by
2011, will have a third carrier signal, L5, at 1176.45 MHz. They will also have longer design
life, fast processors with more memory and a new civil signal. Third phase of GPS satellite
system (GPS-III) are in the planning stage. These satellites will employ spot beams. Use of spot
beams results in increased signal power, enabling the system to be more reliable and accurate,
with the system accuracy approaching a metre.
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As far as the GLONASS system is concerned, efforts are on to make the complete system
operational in order to exploit its true application potential. It is expected that 24 GLONASS
satellites will be in orbit in the 2010 – 2011 time frame. Additional plans for GLONASS
modernization in the next decade include shifting from FDMA system to CDMA system like
GPS.

In addition to the continuing modernization of GPS and GLONASS systems, several new
satellite constellations are expected to take shape over the next decade or so. Two types of
navigation systems are being planned to be launched. The first type of system is an indepen-
dent system comprising satellites in MEO orbits which can operate independently of GPS or
GLONASS systems. These include the European Galileo system and the Chinese Compass
system. The second type of system will comprise smaller sets of satellites in MEO or GEO
orbits and will augment the GPS or GLONASS system.

The first Galileo satellite was launched on 28 December 2005 and the second one on
26 April 2008. It is planned to launch another satellite in the near future. These satellites
will define the critical technologies of the system. After this definition, four operational satel-
lites will be launched in order to complete the validation of the basic Galileo space segment and
the related ground segment. Once this In-Orbit Validation (IOV) phase has been completed,
the remaining operational satellites will be placed in orbit so as to reach the full operational
capability. The fully operational Galileo system will comprise 30 satellites (27 operational
and three active spares), positioned in three circular Medium Earth Orbit (MEO) planes at an
altitude of 23 222 km above the Earth and with each orbital plane inclined at 56 degrees to the
equatorial plane. The system will be operational in the near future.

China is launching its own navigation system, referred to as Compass. The first satellite of
the Compass system, Compass M-1 was launched on 14 April 2007. The Compass navigation
system will comprise 30 MEO satellites and five GEO satellites. The Japanese Quasi Zenith
Satellite System (QZSS) is being designed to augment the GPS satellite navigation system
and also to operate independently. QZSS satellites will occupy inclined, eccentric MEO orbits
chosen specifically for optimal high-elevation visibility for users in Japan.

In the future, navigation systems from different countries will be compatible and inter-
operable with the GPS system, creating a truly robust, world-wide, multi-component global
navigation satellite system (GNSS). This will result in improved navigation services and the
users will be able to get position information with the same receiver from any of the satellites of
these systems resulting in improved accuracy, better reception and altogether new applications.
The recent signing of a cooperative agreement between the United States and the European
Union will expand the GPS system, laying the foundation for a compatible and interoperable
GNSS.

All these developments will expand the horizon of the applications of satellite navigation
systems to newer dimensions. In fact, the future of satellite navigation systems is as unlimited
as one’s imagination.
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Glossary
Almanac data: Almanac data tell the GPS receiver where each satellite should be at any time during
the day
Coarse acquisition code (C/A code): The C/A code is an unencrypted civilian code comprising 1023
bits and having a bit rate of 1.023 Mbps
Control segment: The control segment comprises a network of monitor stations for the purpose of
controlling the satellite navigation system
Differential GPS: Differential GPS systems employ a receiver at a known position and then transmit
corrections based on the measurements for this receiver to other receivers in the area
Ephemeris data: Ephemeris data contain information about the health of the satellite, current date and
time
Global Navigation System (GLONASS): The GLONASS is a Russian navigation system comprising
21 active satellites and provides similar continuous global positioning information as the GPS
Global Positioning System (GPS): The GPS is an American satellite-based navigation system that em-
ploys a constellation of 24 satellites to provide three-dimensional position, velocity and timing informa-
tion to all users worldwide 24 hours a day
Navigation: Navigation is the art of determining the position of a platform or an object at any
specified time
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Point positioning systems: In a point positioning system, the GPS receiver calculates its location using
the satellite ranging information, without the help of any other receiver or equipment
Precision positioning system (PPS): The PPS is a highly accurate military positioning, velocity and
timing GPS service that is available to only authorized users worldwide
Precision code (P code): The P code is the encrypted military code comprising a stream of 2.35 ×1014

bits at a modulation rate of 10.23 Mbps
Pseudorandom code (PRN code): PRN codes are long unique digital patterns transmitted by each GPS
satellite
Pseudorange: The distance between the receiver and the satellite used to determine the position of the
receiver
Space segment: The space segment consists of a constellation of navigation satellites that send naviga-
tion signals to the users
Standard positioning system (SPS): The SPS is a positioning and timing service available to all GPS
users worldwide, on a continuous basis without any charge
Transit system: Transit was the first satellite-based navigation system
User segment: The user segment includes all military and civilian receivers used to provide position,
velocity and time information
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Scientific Satellites

Scientific satellites provide space-based platforms to carry out fundamental research about the
world we live in, our near and far space. Prior to the development of satellite-based scientific
missions, our access to the universe was mainly from ground-based observations. Use of satel-
lites for scientific research has removed constraints like attenuation and blocking of radiation
by Earth’s atmosphere, gravitational effects on measurements and difficulty in making in situ
or closed studies imposed by Earth-based observations. Moreover, satellite-based scientific
research is global by nature and helps in understanding the various phenomena at a global
level. There are two approaches to scientific research in space. Firstly, scientific instruments
are carried on board satellites whose primary mission is not scientific in nature. For instance,
these instruments have been put on board the remote sensing and weather forecasting satellites.
Secondly, a large number of dedicated satellites have been launched for the purpose. They have
the advantage that all their parameters are optimized keeping the scientific mission in mind.

This chapter focuses on scientific applications of satellites covering in detail the contributions
made by these satellites to Earth sciences, solar physics, astronomy and astrophysics. Major
scientific satellite missions launched for each of these applications are listed. Payloads carried
by these satellites are also discussed. Like previous chapters on satellite applications, this
chapter also contains a large number of illustrative photographs.

13.1 Satellite-based versus Ground-based Scientific Techniques

Satellites have added a new dimension to scientific research as they have enabled scientists to
study the entire Earth and its atmosphere and have revealed the truly violent nature of our vast
universe. Ground-based observations are severely limited by Earth’s atmosphere as it absorbs
a large part of the electromagnetic spectrum, including lower frequency radio waves, extreme
frequency UV radiation, X-rays and gamma rays. Hence, study of distant planets, stars and
galaxies that are based on the electromagnetic radiation emitted by these celestial bodies had
been restricted to a very narrow band of the electromagnetic spectrum. With the advent of
satellites for scientific missions, the whole electromagnetic spectrum is available for making

Satellite Technology: Principles and Applications, Second Edition Anil K. Maini and Varsha Agrawal
© 2011 John Wiley & Sons, Ltd
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observations. In fact, the clarity, finesse and depth with which the universe is known today is
due to the use of satellites.

In addition, Earth-based studies are also severely hampered by bad weather conditions,
pollution and background heat radiation emitted by the Earth. Moreover, satellites have enabled
great progress to be made in the field of material and life sciences as they provide platforms to
carry out research under microgravity conditions, enabling the development of newer crystals,
better understanding of the various life phenomena and so on.

On the other hand, the ground-based measurements have the advantage of low cost and
relative simplicity plus the ability in many cases to obtain data continuously. Hence, newer
ground-based techniques are being developed even today and in many situations they comple-
ment the data collected by the stellites.

13.2 Payloads on Board Scientific Satellites

Scientific satellites carry a variety of payloads depending upon their intended mission. The
main application areas of these satellites include space geodesy (study of Earth), study of
Earth’s atmosphere, the solar system and the universe. As the application spectrum of scientific
satellites is very large, therefore the range of payloads carried by them is innumerable. In this
section, we describe in brief the types of payloads carried by satellites intended for various
categories of scientific applications. Their detailed description is beyond the scope of the book.
A start will be made with payloads on board satellites studying Earth geodesy, followed by
satellites used for studying Earth’s upper atmosphere and lastly the, astronomical satellites.

13.2.1 Payloads for Studying Earth’s Geodesy

Satellites used for space geodesy (study of Earth) applications are GPS satellites or satellites
that carry synthetic aperture radar (SAR), radar altimeters, laser altimeters, accelerometers and
corner reflectors, etc. Radar altimeters are used to measure the distance between the satellite
and the ground surface by measuring the time delay between the transmission of a microwave
pulse and its reception after scattering back from the Earth’s surface. Laser altimeters work on
the same principle as radar altimeters, but they use lasers instead of using radar. Radar and laser
altimeters are carried on board satellites employing space altimetry techniques for geodynamic
studies. Some of the recently launched satellites having radar altimeters are GeoSat (geodetic
satellite) Follow-on, Jason and EnviSat (enviromental satellite) satellites. Accelerometers are
mechanical or electromechanical devices used for measuring gravity and are used on board
satellites for space gradiometery applications. One of the important satellite missions carrying
accelerometers is the European Space Agency’s GOCE project (gravity field and steady state
ocean circulation explorer). Corner reflectors, as the name suggests, are reflectors or mirrors
that reflect radiation back in the original direction from where it came. Satellites carrying corner
reflectors make use of laser ranging for geometrical geodesy applications. Examples include
the French Starlette and Stella satellites, the American Lageos-1 and 2, EGS (experimental
geodetic satellite), Etalon-1 and 2 and GFZ (Geo Forschungs Zentrum) satellites.
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13.2.2 Payloads for Earth Environment Studies

Earth environment studies include studies of the ionosphere, magnetosphere and upper atmo-
sphere. In the following paragraphs, payloads used for these applications will be discussed.

13.2.2.1 Ionospheric and Magnetospheric Studies

Satellites for studying the ionosphere have payloads like ionospheric sounders, spectrometers,
spectrographs, photometers, imagers, charged particle detectors, plasma detectors, radar, tele-
scopes, etc. Ionospheric sounders comprise a transmitter–receiver pair that is used to measure
the effective altitude of the ionospheric layers by measuring the time delay between trans-
mission and reception of radio signal. Radio signals are generally stepped or swept in the
frequency domain in order to obtain the response of the ionosphere to the whole frequency
spectrum. Satellites employing ionospheric sounders include the Alouette-1 and 2 and ISIS-1
(international satellites for ionospheric studies) and 2 of Canada.

Charged particle detectors are used to measure composition and concentration of charged
particles in the ionosphere. Charged particle detectors commonly used include mass and en-
ergy spectrometers and time-of-flight spectrometers. Mass spectrometers are devices that apply
magnetic force on charged particles to measure mass and relative concentration of atoms and
molecules. Solar Observatory (SOHO), Cassini orbiter and Orbiting Geophysical Observatory
(OGO) spacecraft have experiments based on mass spectroscopy. Time-of-flight spectrome-
ters measure the time taken by charged sample molecules to travel a known distance through
a calibrated electric field. Photometers are instruments used for measuring visible light. In
the current context, they measure light produced by chemical reactions in the upper atmo-
sphere, (mainly for auroral imaging). OSO, TERRIERS satellites carried photometers onboard
them.

Satellites for studying the magnetosphere carry instruments similar to those carried
by satellites studying the ionosphere. In addition, they have magnetometers for measur-
ing the strength of the magnetic fields. Magnetometers also provide information on polar
auroras.

13.2.2.2 Study of the Upper Atmosphere – Measuring the Ozone Profile

Satellites measure the ozone profile and ozone levels over the entire globe on a near-daily basis
by using instruments that either scan the IR radiation emitted by ozone [LIMS (limb infrared
monitor of the stratosphere) instrument on Nimbus-7] or compare incident solar radiation to the
radiation backscattered from the atmosphere [SBUV instrument on Nimbus-7, NOAA-9, 11,
13 and 16, TOMS instrument on Nimbus-7, Meteor 3-05, ADEOS-1 (advanced Earth observing
satellite) and 2 and the TOMS Earth probe] or by measuring the decrease in solar intensity
caused by ozone absorption as solar rays pass through the atmosphere to the spacecraft during
sunrise and sunset [SAGE (stratospheric aerosol and gas experiment) on AEM-2 (Application
Explorer satellite), Meteor and ERBS (Earth radiation budget satellite) satellites]. Figure 13.1
shows a photograph of the SAGE instrument.
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Figure 13.1 SAGE instrument (Courtesy: NASA Ames Research Center)

13.2.2.3 Study of the Upper Atmosphere – Earth’s Radiation Budget

Earth’s radiation budget (ERB) measurement instruments basically measure and compare vis-
ible and UV solar radiation with the radiation reflected from Earth and the thermal IR radiation
of the atmosphere.

13.2.3 Payloads for Astronomical Studies

Astronomical satellites study various celestial bodies in the universe by detection and analysis
of electromagnetic radiation and photons. Studies are carried out in all bands including the
optical, IR, UV, radio, X-ray, gamma ray and cosmic ray bands. These studies are carried
out either by space observatories or by space probes. Space observatories are satellites that
orbit around the Earth and mainly comprise a telescope for making astronomical observations.
Space probes are missions launched into space to orbit a particular celestial body other than
Earth (including other planets of the solar system, comets, moon, asteroids, etc.) or to study
various planets as fly-by missions while passing through the solar system.

Basic configuration of space observatories includes a very large telescope to gather radiation,
scientific instruments to convert the gathered radiation into electrical signals and a processing
unit to convert these electrical signals into the desired digital format. Telescopes are devices
used in astronomy to see distant planets, galaxies, stars, etc. Generally when telescopes are
mentioned, more often than not it is optical telescopes that are referred to. However, telescopes
operating in the infrared band, UV band and even the radio band are also in use. Radiation
collected by the telescope is focused on to scientific instruments which convert the radiation
into electrical signals. These signals are then digitized for transmission on to Earth.
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Optical telescopes use lenses and mirrors to magnify the light coming from deep in space
to make the objects look bigger and closer. Optical telescopes are classified into three types
based on their design, namely the reflecting, refracting and catadioptric types. In a refracting
telescope, light is collected by a two-element objective lens and brought to the focal plane.
A reflecting telescope uses a concave mirror for this purpose. Catadioptric telescopes (also
referred to as mirror-lens telescopes) employ a combination of both mirrors and lenses. All
telescopes use an eyepiece (located behind the focal plane) to magnify the image formed by
the primary optical system. Hubble space telescope is a major space observatory operating
in the optical region. It has a reflecting compound telescope (Figure 13.2) with two mirrors
based on the Ritchey–Chretien design. Other optical telescopes in space include the advanced
camera for surveys (ACS), large angle and spectrographic cornograph (LASCO) for the SOHO
satellite, microvariability and oscillation of stars (MOST) and so on.

Figure 13.2 Reflecting compound telescope used in Hubble space telescope (Courtesy: NASA)

IR telescopes are similar to optical telescopes in design. It should be mentioned here that IR
telescopes and their detector instruments have to be cooled to a temperature of a few Kelvin by
immersing them in liquid nitrogen or helium in order to remove the background noise. Some of
the observatories using IR telescopes include space infrared telescope facility (SIRTF), infrared
space observatory (ISO), infrared astronomical satellite (IRAS) and Spitzer space telescope.
The IRAS contained a 0.6 m Ritchey–Chretien telescope (Figure 13.3) cooled by helium to a
temperature of near 10 K.

X-ray telescopes use mirrors that are nearly parallel to the telescope’s line-sight so that X-
rays enter at a grazing angle to these mirrors. The most commonly used materials for making
these mirrors are gold and nickel. Several designs are based on the fact that X-rays can be
focused by first reflecting them off a parabolic mirror followed by a hyperbolic mirror. Some
of the well known designs are Kirkpatrick–Baez design and a couple of designs by Wolter.
Skylab space station, orbiting solar observatory (OSO), high energy astrophysics observatory
series (HEAO-1 and 2), Chandra observatory, X-ray multi mirror satellite observatory (XMM–
Newton) and the Smart-1 spacecraft are examples of some of the space missions that make use
of X-ray telescopes.

Gamma ray telescopes, unlike optical, IR and X-ray telescopes, do not work on the principle
of the reflection of light as the gamma rays cannot be captured and reflected by mirrors.
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Figure 13.3 IRAS (Courtesy: NASA)

They are basically two-level instruments working on the principle of Compton scattering.
Compton scattering occurs when a photon strikes an electron and transfers some of its energy
to the electron. In the top level of the instrument, a gamma ray photon scatters off an electron
in a scintillator. This photon travels down into the second level of the scintillator material
which completely absorbs the photon. The interaction points at the two layers and energy
deposited at each layer are determined by phototubes. Using this information, the angle of
incidence of the cosmic photon can be determined. NASA’s compton gamma ray observatory
uses such a telescope named the compton telescope (COMPTEL). Figure 13.4 shows the
conceptual diagram of the COMPTEL telescope. Other satellite missions employing gamma

Figure 13.4 COMPTEL telescope (Courtesy: NASA)
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ray telescopes include the high energy transient explorer (HETE-2) mission, the international
gamma ray astrophysics laboratory (INTEGRAL), Ulysses, the low energy gamma ray imager
(LEGRI), etc.

Radio telescopes are instruments usually shaped like large antennas for collecting radio
waves from celestial objects (such as pulsars and active galaxies). Incoming radiation is re-
flected from a parabolic dish antenna to a dipole situated at the focus of the dish antenna
from which the signals are fed to a radio receiver. The output of the radio receiver provides
information on frequency, power and timing of the emissions from various objects. They have
been used in tracking the space probe ‘deep space network’.

There are a variety of scientific instruments placed at the focal plane of telescopes to convert
the radiation gathered and focused by these telescopes into electrical signals. These include
electronic imagers, spectrographs, spectrometers, gamma ray detectors, X-ray instruments
and sensitive radio receivers to name a few. Electronic imagers are electronic analogues of
photographic films. Charged coupled devices (CCD) are the most commonly used imagers in
the optical and UV regions of the spectrum. They have replaced photographic films for almost
all space astronomical applications.

Spectrometers are optical instruments that measure various properties of light. Spectrometers
generally operate in the near IR and UV bands. Near-IR spectrometers are used to map various
planets and their satellites, looking for different minerals across their surface. They also study
the cloud structure and gas composition of the atmosphere of these celestial bodies. UV and
extreme UV spectrometers study the material composition of celestial bodies, structure and
evolution of their upper atmosphere and physical properties of their clouds. Spectrometers
are generally classified as spectroscopes and spectrographs. Spectrographs have superceded
spectroscopes for scientific applications. Spectrographs are special astronomical instruments
that instead of taking pictures of an object split up light into different colours of the spectrum
for detection by various detectors. This is very useful in determining different properties of
celestial bodies, including their chemical composition, temperature, radial velocity, rotational
velocity and magnetic fields.

Hubble space telescope carries five instruments, which basically are cameras, spectrometers
and spectrographs. Each instrument uses either a CCD or a photographic film to capture light.
The light detected by the CCDs is digitized for storage on onboard computers for relaying
back to Earth. IRAS, an infrared space observatory, has an array of 62 detectors used for an
all-sky survey to detect infrared flux in bands centred at 12, 25, 60 and 100 �m. In addition
to the array, a low resolution spectrometer and 60 and 100 �m chopped photometric channels
are also present.

Gamma ray detectors can be broadly divided into two broad classes based on their principle
of operation. The first class works on the same principle as the spectrometers and photometers
used in optical astronomy and the second class is that of imaging devices. The detectors
in the first class are further classified into scintillators and solid state detectors depending
upon whether they transform gamma rays into optical or electronic signals for the purpose of
recording. Gamma rays produce charged particles in the scintillator crystals that interact with
these crystals and emit photons. These lower energy photons are subsequently collected by
photomultiplier tubes. Solid state detectors are semiconductor devices (Ge, CdZnTe) that work
on the same principle as that of scintillators, except that here electron–hole pairs are created
rather than electron–ion pairs. Inorganic scintillators (made of inorganic materials like NaI or
CsI) are the most commonly used for space applications. Some of the space missions employing
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inorganic scintillators are Compton gamma ray observatory (CRGO), High energy astrophysics
observatory series (HEAO-1 and 2) and Rossi X-ray timing explorer (RXTE) mission. The
imaging type of detectors work on the principle of Compton scattering (photoelectric ionization
of the material by gamma rays) to calculate the direction of arrival of the incident photon or
use a device that allows the image to be reconstructed.

X-ray instruments used in astronomy have to detect a weak source against a fairly strong
background. Hence, source detection is done on photon-to-photon basis. For the kind of ener-
gies X-ray space detectors receive, photoelectric absorption is the main process on which these
detectors work. Photoelectric absorption is the process where X-rays transfer their energies
to electrons. Ionization detectors collect and count these electrons. Other detectors measure
the heat released by these excited electrons when they go back to their original states. Various
types of electron detectors used are proportional counters, microchannel plates, semicon-
ductor detectors, scintillators, negative electron affinity detectors (NEAD) and single photon
calorimeters.

Probes launched into space to study other planets or stars carry instruments similar to
space observatories or satellites observing Earth’s atmosphere, depending upon whether their
intended mission is to take images of the celestial bodies or to study their atmospheres. Voyager
satellites, launched to study the surface of Saturn and Jupiter and their atmospheres, carried
payloads like the UV spectrometer, IR interoferometer spectrometer, magnetometer, charged
particle analyser and cosmic ray system. Pioneer missions also launched to study Jupiter
and Saturn carried instruments like non-imaging telescope for meteorite/asteroid detection,
magnetometer for studying the magnetic fields, cosmic ray telescope, Geiger tube telescope,
radiation detector, plasma analyser and photometer.

13.3 Applications of Scientific Satellites – Study of Earth

After presenting a brief overview of payloads carried by scientific satellites, attention will now
be focused on the application potential of these satellites. Space constitutes an exceptional
laboratory for most of the scientific missions. Study of Earth, its atmosphere, solar system
and the universe are main application areas. In the present section and in sections to follow,
some of these applications will be discussed in detail. The current section focuses on Earth
science applications. Also discussed in brief will be the various scientific missions launched
for carrying out experiments related to these fields.

Study of Earth includes investigations into Earth’s gravitational field, its shape and structure,
determination of sea levels and study of continental topography. The science dealing with all
these measurements is referred to as geodesy and when these measurements are carried out
from space, they form what is known as space geodesy. Other than space geodesy, satellites
also study the tectonics, internal geodynamics of Earth and terrestrial magnetic fields on Earth.

13.3.1 Space Geodesy

Geodesy is defined as the science of measurement of Earth. Space geodesy studies from space
the shape of Earth, its internal structure, its rotational motion and geographical variations in its
gravitational field. Two main techniques employed for space geodesy are geometric geodesy
and dynamic geodesy.
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Geometric geodesy determines the shape of the Earth, location of objects on its surface and
the distribution of Earth’s gravitational field by measuring the distances and angles between
a large numbers of points on the surface of the Earth. Figure 13.5 (a) shows the concept of
geometric geodesy measurements. Satellites are used to link these points (referred to as tracking
stations) together to determine directions of these stations with respect to one another. This is
done by determining the direction of tracking station–satellite vectors [Figure 13.5 (b)]. In fact,
a network of the polyhedron of directions is obtained. The scale of the network is determined
by measuring the length of at least one of the sides or by determining the exact positon of
tracking stations. Both ground-based techniques as well as satellites can be used to determine
the scale of the network.

Figure 13.5 Use of satellites for performing geometric geodesy measurements

In the case of determining the position of tracking stations using satellites, use is made
of the Doppler effect system or the GPS. Laser ranging techniques are used in the case of
distance measurements using satellites. Specialized satellites launched for the purpose include
the French satellites, Starlette and Stella (Figure 13.6), launched in the years 1975 and 1993
respectively, the American satellite Lageos-1 (1976) and 2 (1996), EGS (1989), Etalon-1 (1989)
and 2 (1989) and the GFZ (1995) satellites. These are spherical satellites covered by corner
reflectors to return a part of the laser beam back to its emitting station on Earth. By measuring
the time of return of the signal, the distance between the tracking station (emitting station) and
satellite is calculated. Several such measurements, when correlated, determine the distance
between the tracking stations.

Dynamic geodesy aims to study variations in the Earth’s gravitational field on the surface
of the Earth by conducting a detailed analysis of satellite orbits. Earth’s interior structure
leads to complicated satellite orbits. By observing these orbits and with the knowledge of
Earth’s gravitational field distribution, the value of the gravitational field can be calculated
along the orbit. Using this information, gravitational equipotential surfaces are constructed.
The equipotential surfaces corresponding to the mean sea level, referred to as ‘geoid’, is then
determined (Figure 13.7).
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Figure 13.6 Stella satellite [Reproduced by permission of Committee on Earth Observation (CEO)]

Figure 13.7 Equipotential surface

There are several global geoid models based on these two methods. The first such model
was constructed way back in the year 1965 by USA. The best-known models today are the
joint gravity model (JGM) of NASA and Texas University designed in the year 1996 and the
GRIM-5-S1 model developed in 1999 by groups in France and Germany. The GRIM-5-S1
model is derived from satellite orbit perturbation analysis of 21 satellites.

Newer methods are being developed for more accurate gravity field measurements. These
include space altimetry, space gradiometry and direct measurements of the gravitational
potential using two satellites. Space altimetry is used to map the average surface of oceans
using a radar altimeter on a satellite. The radar altimeter sends high repetition rate pulses
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towards the ocean and the time taken by these pulses for the return trip yields the distance
between the satellite and the ocean surface. As the orbit of the satellite is known at all times,
the distance between the satellite and the centre of the Earth can be determined at any particular
instant of time. The distance between the centre of the Earth and the average surface of oceans
is determined by vector subtraction of the distance between the satellite and the Earth’s centre
and the distance between the satellite and the ocean surface. The surface of the geoid is then
determined by modelling the topography of the ocean surface. Using ground-based techniques
it was not possible to include the ocean surface in geodetic networks, but satellites have made
this possible. Figure 13.8 shows the use of satellite altimetry for determining the geoid height.
Dynamic sea surface topography refers to the average difference between the actual surface of
the Earth and the geoid. It is caused by a steady state ocean current field in the ocean. Some
of the satellites used for the purpose include NASA’s Skylab-4 (1974), GEOS-3 (geostation-
ary scientific satellite) (1975), Seasat (1978), GeoSat (1985), ERS-1 (1991), ERS-2 (1995),
TOPEX-Poseidon (an ocean topography experiment) (1992), GeoSat Follow-on (1998), Jason
(2001) and EnviSat (2002) satellites.

Figure 13.8 Use of satellite altimetry for determining geoid height

Space gradiometery is used for mapping fine variations in the Earth’s gravitational potential
by measuring the gradient (or derivative) of the gravitational field (in all three directions) on a
single satellite (Figure 13.9). Satellites for this application are placed in LEO orbits at altitudes
of 200 to 300 km and have ultrasensitive accelerometers for determining the gravity at various
points. The European Space Agency’s GOCE Project works on the principle of gradiometery
and measures the gravitational field to an accuracy level of 1 mGal (milligallon) and the local
level of geoid up to an accuracy of 1 cm. The project is used for geodynamics, tectonics,
oceanography and glaciology.
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Figure 13.9 Space gradiometry

Variations in the radial velocities of two identical satellites orbiting very close to each other on
the same orbit (Figure 13.10) can be used for gravity field measurements. The satellites are in the
LEO having an altitude of approximately 200 km. The variations in velocity are proportional
to relative variations of the gravitational potential at the satellite altitudes. One example of
such a mission is the US–German GRACE (gravity recovery and climate experiment) project
launched in March 2002. It has placed two satellites in the same LEO at a distance of 220 km
from each other. The satellites communicate with each other via microwave links to perform
these studies.

Figure 13.10 Variation in velocities of two satellites in the same orbit being used to measure the Earth’s
gravitational field

13.3.2 Tectonics and Internal Geodynamics

Scientific satellites are also used for tectonics and internal geodynamic measurements. In
tectonics, slight movement of tectonic plates, fault systems and landslides are detected by
calculating the precise positions of a network of beacons on the surface of the Earth using
precise distance measurements of these beacons from the satellites.

In geodynamics, precise knowledge of Earth’s combined gravitational and centrifugal force
field is used to study slow and deep motions of the planet including rising land masses, variations
in the sea level, subduction of oceanic plates and convection cells in the mantle. This throws
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light on the history of continental movements. Fluctuations in the Earth’s axis of rotation and
angular velocity are measured by observing displacements of Earth stations through distance
measurements from Earth stations to satellites.

13.3.3 Terrestrial Magnetic Fields

Several satellites have been launched to study the magnetic field of Earth and its variations.
MagSat (magnetic field satellite), launched by NASA in the year 1979, was the first satellite
to produce a complete instantaneous survey of Earth’s magnetic field. Danish Oersted satellite
launched in the year 1999 studies the terrestrial magnetism. CHAMP (Challenging minisatellite
payload) and SAC-C (Sat.de aplicaciones cientificas) satellites, both launched in the year 2000,
carried magnetometers and accelerometers for mapping the Earth’s gravitational field and its
variations.

13.4 Observation of the Earth’s Environment

Phenomena on the surface of the Earth and its atmosphere are closely linked with each other.
Earth’s environment explorations include investigations into the dynamics and physicochem-
istry of the stratosphere, mesosphere and ionosphere, assessing the depletion of the ozone layer,
studying the effect of solar radiation on the atmosphere, establishing the radiation budget of
Earth at the top of the atmosphere, studying the cloud cover, atmospheric circulation and wind
activity. In the past, observations related to Earth and its atmosphere were done separately, but
today they are done together with the aim of producing a more global model of the Earth as a
system.

Many specialized satellites have been launched in the last 35 years for better understanding
of the atmosphere. They carry a number of detectors for diverse experimental measurements.
In addition to data from these satellites, data collected by multipurpose satellites carrying
one odd scientific instrument, Earth observation and weather forecasting satellites and ground
instruments are also used. Large scale programmes aiming to study the Earth system as a whole
make models based on these data. Some of these programmes are the Earth science enterprise
(ESE) of NASA and Cornerstones of ESA. ESE [initially named the Mission to planet Earth
(MTPE) and then ESE in 1998] aims to study how the Earth’s system of air, land, water
and life interact with each other. Satellites launched under this programme include mainly
the Terra, Aqua and Aura satellites to study the Earth’s environment. Data from Landsat-7
satellite also provides additional input to the data from these satellites. MTPE programme
initiated in 1991 generated data about areas of environmental concern by launching satellites
like UARS, shuttle-based space radar laboratories, TOPEX/POSIEDON, Sesat satellites and
the TOMS spectrometer instrument flown on several satellites. Cornerstones programme of
ESA has launched two satellites, namely SOHO and Cluster to study the activities of the sun
and their effect on the Earth’s environment.

SOHO and Cluster satellites also form a part of the ISTP (intersolar terrestrial physics)
programme. ISTP was an international mission developed in the year 1977 to have a global
and comprehensive understanding of the Earth–sun interaction and to further explore the Earth’s
atmosphere. Members of the programme included NASA, ESA, ISAS (Institute of space and
astronautical science), IKI (Russian Space Research Institute) and more than 100 universities
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and research centres in 16 countries. Satellites launched under this programme include the
Geotail, Wind, Polar, Equator-S, SOHO and Cluster satellites.

In the following paragraphs major areas of study carried out by scientific satellites vis-à-vis
Earth’s environment are discussed. The areas are broadly covered under the headings of study of
the ionosphere and magnetosphere, study of the upper atmosphere and study of the interaction
between Earth and its environment.

13.4.1 Study of the Earth’s Ionosphere and Magnetosphere

Radio sounding techniques, used in the early 20th century to probe the Earth’s atmosphere
had established that Earth has an ionized atmosphere. However, the electromagnetic waves
are blocked at around 300 km in the atmosphere. Hence, the only way to study the Earth’s
atmosphere above 300 km is through satellites. As a matter of fact, the first satellites to be
launched, namely the Sputnik and Explorer satellites, studied radiation belts in the magneto-
sphere (called Van Allen belts). Satellites launched thereafter have studied the composition
of the magnetosphere, ionospheric plasma and plasma waves, polar auroras, interaction with
solar and cosmic radiation, etc. The magnetosphere, ionosphere and upper atmosphere are
studied in order to understand the large scale flow of plasma and energy transfers at all heights
of the atmosphere throughout the year. Activities in the ionosphere and magnetosphere are
interrelated with each other; hence most scientific missions make observations on both the
magnetosphere and the ionosphere.

13.4.1.1 Study of the Ionosphere

Ionosphere is the layer of the atmosphere between 50 and 500 km from the surface of the
Earth that is strongly ionized by UV and X-rays of solar radiation. Satellites have studied the
composition of the ionospheric plasma (plasma is the mix of positively and negatively charged
ions, electrons and various gases) and plasma waves, polar auroras, interactions with solar
winds and the effect of ionosphere on propagation of electromagnetic waves.

Ionospheric composition. Satellites have provided information on the electron and ion dis-
tribution, their temporal and spatial variations, their irregularities and resonances, the influence
of incoming charged particles, cosmic and solar noise, polar cap absorption, solar wind pen-
etration and ion species in the Earth’s atmosphere. Figure 13.11 shows the spatial profile of
main ions present in the ionosphere established using the data collected by the satellites. Data
have also shown that the electron density undergoes a strong daily variation according to the
position of the sun. Ionosphere is divided into various layers depending upon the electron
density. A detailed description of these layers is beyond the scope of the book.

Polar aurora. Satellites have also helped to provide a global view of the polar aurora phe-
nomenon and have helped to perform in situ measurements. The Earth’s magnetic field prevents
the solar wind from entering the Earth’s atmosphere. However, some electrons in the solar wind
are able to diffuse into the magnetic tail and are able to descend down to altitudes of around
100 to 300 km from the surface of the Earth. These electrons collide with oxygen and nitro-
gen atoms or molecules present at these altitudes in the atmosphere, raising them to excited
states. When these atoms and molecules come to their normal states, they emit light rays of a
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Figure 13.11 Spatial profile of the main ions present in the ionosphere

well-defined characteristic wavelength. This emission of light rays is named the polar aurora.
Polar auroras are also caused by solar flares.

Colours of these auroras depend on the energies of the precipitating electrons as the energy
levels decide the depth of their penetration into the atmosphere. The typical colours of the
auroras are green (557.7 nm) and red (630 nm) from atomic oxygen (O) and blue (391.4
and 427.8 nm) from molecular nitrogen (N2). Figure 13.12 shows a photograph of an aurora
named aurora australis taken by an astronaut aboard Space Shuttle Discovery (STS-39) in the
year 1991. Some of the important observations of polar auroras were made from the IMAGE

Figure 13.12 Photograph of aurora australis taken by an astronaut aboard Space Shuttle Discovery
(STS-39) in 1991 (Courtesy: NASA)
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(Imager for magnetopause-to-aurora global exploration) satellite, which detected both electron
and proton aurora, and the Polar satellite, which observes X-rays from aurora.

Moreover, the auroral phenomenon mainly occurs at high latitudes having discontinuities
in the magnetic field lines. The regions where it occurs frequently form an oval, slightly off-
centre with respect to the Earth’s magnetic pole, referred to as the auroral oval. Figure 13.13
shows the image of the auroral oval taken by the Dynamics Explorer satellite. Some of the
major satellite missions launched to study the ionosphere include AEROS, AEROS B, POLAR
Dynamics explorer and TIMED satellites launched by the United States as well as Alouette-1
and 2 and two ISIS satellites launched by Canada.

The space shuttles launched by the United States also make observations on the ionosphere.

Figure 13.13 Image of auroral oval taken by Dynamics Explorer satellite (Courtesy: NASA)

13.4.1.2 Study of the Magnetosphere

Magnetosphere is the region of the atmosphere that extends from the ionosphere to about
40 000 miles. It is the region where the Earth’s magnetic field is enclosed. Several scientific
missions have been launched since the 1960s for detailed studies of the magnetosphere. They
have helped scientists understand the interaction between solar wind and Earth’s magnetic field
and the distribution of magnetic field lines and charged particles in the magnetosphere. In fact, all
the present knowledge about the Earth’s magnetosphere has been acquired by satellites. Satel-
lites studying the magnetosphere generally have elliptical inclined orbits with a high apogee,
with the exception of those satellites used for observing polar clefts and the lower magneto-
sphere. The inclination of these satellites is in the range of 61◦–65◦ for satellites launched
from Russia and in the range of 28◦–34◦ for satellites launched from USA and Japan.

The different satellite missions have broadly studied the following main features of the
magnetosphere.

Structure of the magnetosphere. Experiments carried out in space by satellites launched in
the 1960s and 1970s had revealed the structure of the magnetosphere (Figure 13.14). They
proved the theory that Earth is a magnetized planet and is surrounded by a geomagnetic field.
This field interacts with the solar winds, comprising electrons and protons travelling away from
the sun at 300–1000 km/s. When this wind comes in contact with the Earth’s magnetic field,
electric current flows. This current prevents the charged particles in the solar wind from entering
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Figure 13.14 Structure of the Earth’s magenetosphere (Courtesy: NASA)

the atmosphere and also prevents the geomagnetic field from spreading into the interplanetary
space. This region where the magnetic field is confined is referred to as the magnetosphere. It
is compressed on the dawn side (sunward side) and stretched away in the opposite direction
towards the dusk side (night side). The sunward side of the magnetosphere is only 6 to 10 times
the radius of Earth and the night side is around 200 times the Earth’s radius (magnetotail).

Solar winds create an electric field of the order of several tens of mV/m, directed from the
dawn side to the dusk side of the magnetosphere. The electric potential difference created by
the field is around 60 kV to 150 kV between the two sides. Moreover, since charged particles of
the solar wind are not able to cross the Earth’s magnetic field lines, a shock wave is created at the
magnetosphere boundary on the sun side. Some of the satellite missions that have made these
observations include NASA’s Interplanetery monitoring programme (IMP), the joint NASA–
ESA International Sun–Earth explorer (ISEE) programme, the Soviet Prognoz satellite series
and ISTP’s (International solar terrestrial physics) Geotail satellite. The Geotail (Figure 13.15)

Figure 13.15 Geotail satellite [Reproduced by permission of the Japan Aerospace Exploration Agency
(JAXA)]
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satellite launched on 24 July 1992 studied the structure and dynamics of the tail region of the
Earth’s magnetosphere. It orbited at altitudes between 8 and 210 times the radius of the Earth
to study the boundary region of the magnetosphere.

Charged particles in the magnetosphere. The Earth’s magnetosphere is populated by en-
ergetic charged particles including high energy electrons and protons. These particles seldom
penetrate the atmosphere as they are trapped by the Earth’s magnetic field. They have com-
plex orbits with a spiralling motion along the field line, a bouncing motion to and fro from
north to south and back along the field line between two ‘mirror’ points and a drift in the lon-
gitude caused by nonuniformity in the magnetic field. These discoveries were made by nu-
merous satellites launched between 1960 and 1980. Some of these satellite missions include
Equator-S, IMAGE, IMEX (Inner magnetosphere explorer), THEMIS (Time history of events
and macroscale interactions during substorms), MagSat, Oersted, IMP-8 and IMP-J satellites.

Determining the characteristics of these particles, including their distribution in space and
movement in time, is very helpful in understanding the damage these particles cause to elec-
tronic devices in space and their effect on the health of astronauts. Moreover, studying the
origin of these particles gives us detailed information about how the continuously varying
solar parameters control the Earth’s space environment.

Thermal plasma in the magnetosphere. Outer regions of the magnetosphere are covered by
a thermal component of the plasma (referred to as thermal plasma), which is a continuation
of the ionospheric plasma. The region where this plasma exists with density greater than 50
electrons/cm3 is called the ‘plasmasphere’. The temperature of plasma corresponds to energies
between fractions of an electron volt to several electron volts. It is composed of equal numbers
of electrons and ions. The ions are mostly of hydrogen, and some of helium and oxygen.
Thermal plasma moves along certain flow lines under the influence of the electric field and
magnetic fields of the magnetosphere and Earth’s rotation.

The GEOS (geostationary scientific satellite), ISEE, IMAGE and Viking satellites have made
in situ measurements of the thermal plasma. These measurements have improved understanding
of relationships that exist between the electric field, ionospheric conductivity and movement of
ionospheric and magnetospheric plasma. The plasma has an important role in determining the
electric charge present on Earth orbiting satellites. Figure 13.16 shows the false colour image

Figure 13.16 Electrified plasma (Courtesy: NASA). The image is the grey scale version of the original
colour image. The original image is available on the companion website at www.wiley.com/ go/maini
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of electrified plasma inside the Earth’s magnetic field. The image is taken in the UV band by
the extreme ultraviolet imager (EUV) on the IMAGE satellite. The sphere in the centre of the
image is the Earth. The motion of plasma is traced using such images taken at different times.
This in turn helps in forming global views of Earth’s magnetic field and magnetic storms.

Magnetospheric waves. The Earth’s magnetosphere is covered by electromagnetic waves of
several types and frequencies, originating from Earth’s environment, that of other planets and
the solar wind. These signals are emitted over a wide frequency range, starting from tens of
mHz to several MHz depending upon their origin. They are neither emitted in a continuous
fashion nor are they observable in all regions of space or at the same time. These emissions
are represented by the frequency–time graphs, where time is along the x axis and frequency
along the y axis. Satellites carry special antennae to measure these low intensity waves in
space. Some of the satellite missions, which have measured magnetospheric wave parameters,
include GEOS-2, Ulysees probe, MagSat, Oersted, and Cluster-II satellites (Figure 13.17).

Figure 13.17 Cluster-II satellites (Reproduced by permission of © ESA)

Future satellite missions include the magnetospheric multiscale mission (MMM) scheduled
for launch in 2014. It is a four satellite solar–terrestrial probe designed to study the mag-
netic reconnection, charged particle acceleration and turbulence in the boundary regions of the
Earth’s magnetosphere. Another mission planned is the MAGCaT (magnetospheric constella-
tion and tomography) mission comprising 16 satellites orbiting in the same plane and using
radio frequency to probe the atmosphere.

13.4.2 Study of the Earth’s Upper Atmosphere (Aeronomy)

The upper atmosphere includes the upper mesosphere, thermosphere and lower ionosphere
up to an altitude of 600 km. It is characterized by a sharp increase in temperature due to
UV absorption and stratification of constituent neutral gases. Several satellite missions have
been launched to carry out diverse experiments for studying the upper atmosphere. These
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missions have increased knowledge of the mechanisms and processes taking place in the upper
atmosphere, which in turn has improved forecasting of ‘space weather’.

Measuring properties of the Earth’s upper atmosphere. Satellites have helped measure
the density, temperature, pressure and chemical composition of the upper atmosphere. Some
of the important satellites for the purpose include the MAPS (measurement of air pollution
from satellites) programme, UARS (upper atmosphere research satellite), Atmospheric ex-
plorer satellites, Air density explorer satellites, Terra and A-train constellation of satellites
(comprising of four active satellites Aqua, CloudSat, CALIPSO and Aura satellites).

As an example, the MAPS instrument produced the first global measurements of atmospheric
carbon monooxide in 1981 when it was flown aboard the Space Shuttle Columbia (STS-2).
Figure 13.18 shows the measurements taken by the MAPS instrument in October 1984 when it
was flown on the Space Shuttle Challenger (STS-41G). The image showed large concentrations
of atmospheric carbon monoxide, caused by biomass burning in South America and southern
Africa. Similar measurements from other satellites have enabled scientists to have detailed
knowledge of properties of the upper atmosphere.

Figure 13.18 Carbon monoxide measurement by MAPS (Reproduced by permission of Measurement
of Air Pollution from Satellites (MAPS), NASA Langley Research Center, Hampton, Virginia VA23681)

Study of the influence of solar radiation on Earth’s upper atmosphere. Earth’s upper at-
mosphere is affected by the whole spectrum of solar radiation, unlike the lower atmosphere
which is not affected by UV and X-ray radiations as they do not penetrate to the lower atmo-
sphere. Moreover, heating effects of the sun influence the density of the atmosphere and its
altitude distribution. When the atmosphere is heated, it expands and the density at high altitude
increases, which exerts a further drag on satellites.

Satellites have also contributed significantly to understand the influence of solar activity
on Earth’s upper atmosphere. Some of the satellites that have contributed in this field include
the UARS (Upper atmosphere research satellite) (Figure 13.19), TIMED (Thermosphere iono-
sphere mesosphere energetics and dynamics), AMPTE (Active magnetospheric particle tracer
explorers), SMM (Solar maximum mission), ERBS (Earth radiation budget satellite), SORCE
satellite (Solar radiation and climate experiment) etc. Figure 13.20 shows images taken by the
SABER (Sounding of the atmosphere using broadband emission radiometers) instrument on
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Figure 13.19 UARS satellite (Courtesy: NASA)

Figure 13.20 Images taken by the SABER instrument on the TIMED satellite before a solar storm on
10 April 2002 and during the storm on 18 April 2002 (Reprinted from John Hopkins APL Technical
Digest by permission (TIMED Science: First Light, Vol. 24, number 2) © The John Hopkins University
Applied Physics Laboratory)

the TIMED satellite before a solar storm on 10 April 2002 and during the storm on 18 April
2002. The images show the levels of nitric oxide (an important cooling agent in the upper
atmosphere) at 110 km altitude changing from dramatically low levels before the storm to
high levels during the storm. The image taken on 18 April 2002 shows the effects of nitric
oxide being transported from polar auroral regions towards the equator by upper atmospheric
winds. The movement of nitric oxide can be used to track upper atmospheric wind patterns.
These data show how the upper atmosphere’s temperature structure and wind patterns change
during solar storms. Such images from satellites help scientists to understand the sun–Earth
connections better.

13.4.3 Study of the Interaction between Earth and its Environment

Satellites measure the profile of the ozone layer, Earth’s radiation budget and so on to help
scientists have a better understanding of the Earth’s environment and its interaction with Earth.

Ozone measurements. One of the major contributions of satellites to Earth’s environment
studies is in the detection of the ozone hole. The first satellite-based ozone measurements
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were done by the Echo-I satellite back in the year 1960. Since then, satellites have measured
ozone over the entire globe every day in all types of weather conditions, even over the remotest
areas. They are capable of measuring the total ozone levels, ozone profiles and elements
of atmospheric chemistry. In fact, satellites have played a major role in revealing that the
average temperatures are increasing while the ozone layer is depleting. The Nimbus-7 satellite
confirmed the results of the earlier ground-based experiments that there was a hole in the ozone
layer. Some of the major satellite missions that have contributed significantly to the ozone layer
observations include the Nimbus-7, ADEOS, ERBS, SPOT-3 and 4, UARS and Aqua satellites.
Figure 13.21 shows the size of the ozone hole measured by the TOMS instrument during the
period 1980 to 2005. It can be easily inferred from the figure that the size of the ozone hole
has increased over the years.

Figure 13.21 Size of the ozone hole measured by the TOMS instrument from 1980 to 2005 (Courtesy:
NASA)

Earth’s radiation budget. The Earth’s radiation budget represents the balance between the
incoming energy from the sun and the outgoing thermal (longwave IR) and reflected (shortwave
IR) energy from Earth. It indicates the health of the global climate. The absorbed shortwave
IR radiation (incident minus reflected) fuels the Earth’s climate and biosphere systems.
The longwave IR radiation represents the exhaust heat emitted to space. It can be used to
estimate the insulating effect of the atmosphere (the greenhouse effect). It is also a useful
indicator of the cloud cover and activity.

Several satellites with experiments to measure the Earth’s radiation budget have been
launched. Satellites launched for measuring the Earth’s radiation budget follow LEO orbits,
with the exception of the MSG satellite, which has a geostationary orbit. The MSG satel-
lite carried onboard the ERBE (Earth radiation budget experiment) instrument and provided
continuous observations in comparison to intermittent observations done by LEO satellites.
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Consequently, the ERBE instrument has helped scientists worldwide to have a better under-
standing of how clouds and aerosols as well as some chemical compounds in the atmosphere
(greenhouse gases) affect the Earth’s daily and long term weather. In addition, the ERBE data
have helped scientists better understand how the amount of energy emitted by the Earth varies
from day to night. These diurnal changes are also very important aspects of daily weather
and climate. Figure 13.22 shows the total solar energy reflected back to space measured by
the CERES (Cloud and Earth radiant energy sensor) instrument. White pixels in the image
represent high reflection, green pixels represent intermediate reflection and blue ones show
low reflection. It was inferred from the image that the presence of aerosols, particularly over
the oceans, increases the amount of energy reflected back into space.

Figure 13.22 Total solar energy reflected back to space measured by the CERES instrument (Courtesy:
NASA). The image is the grey scale version of the original colour image. The original image is available
on the companion website at www.wiley.com/go/maini

Earth’s surface and interface with the atmosphere. Satellites also study the interface param-
eters between the Earth’s surface and its atmosphere. The data related to atmospheric physics
and land surface studies collected by scientific satellites, remote sensing satellites and ground-
based techniques are combined together to model the working of Earth as a system. Some of
the satellites used for the purpose include multipurpose satellites like Terra, EnviSat, EO1, EOS
(Earth observing system) PM Aqua and ALOS (advanced land observing satellite).

13.5 Astronomical Observations

Astronomy is the science involving observation and explanation of events occurring beyond
the Earth and its atmosphere. These observations are done to study the position of astronomical
objects in the universe (astrometry), study the physics of the universe including the physical
properties of astronomical objects (astrophysics), study the origin of the universe and its evolu-
tion (cosmology) and so on. Astronomical studies are carried out by detection and analysis of
electromagnetic radiation and are subclassified into various types depending upon the wave-
length band in which the observations are made. Optical astronomy deals with the optical
band, infrared astronomy with the IR band, radio astronomy with waves in the millimetre
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and decametre bands and high energy astronomy with X-rays, gamma rays, extreme UV rays,
neutrino and cosmic rays. Space-based techniques have increased the pace of studies in these
fields manyfold as they have made it possible to make observations in the whole wavelength
spectrum. Gamma rays, X-rays, UV and IR waves are either partially or wholly blocked out
by the atmosphere. Hence, ground-based astronomical observations are carried out only in
the optical and radio frequency bands. In other words, space-based techniques have made it
possible to carry out studies in the gamma-ray, X-ray, UV and IR bands, that are either partially
or wholly blocked out by the atmosphere.

In the initial stages of the space era, satellites for making astronomical observations mostly
had LEO orbits with inclinations depending upon the location of the launch base. Today,
they are launched in all possible orbits, including elliptical orbits having a large apogee dis-
tance, sun-synchronous orbits and so on. These satellites, referred to as space observatories,
carry sophisticated instruments for observation of distant planets, galaxies and outer space ob-
jects. Examples include COS-B (Cosmic ray satellite), EXOSAT (European X-ray observatory
satellite), Astron-1, IUE (International ultraviolet explorer), ISO (Infrared space observatory),
Granat, Prognoz-9 satellites, IRAS (Infrared astronomical satellite), COBE (Cosmic back-
ground explorer), HST (Hubble space telescope), Herschel space observatory, HETE-2 (High
energy transient explorer), INTEGRAL (International gamma ray astrophysics laboratory),
AGILE, XMM-Newton and so on. Several space probes orbiting around other planets, sun,
asteroids and comets have also been launched for carrying out close-up studies of these astro-
nomical bodies. Some probes have been launched in interplanetary orbits as fly-by missions to
study various planets during their flight. This section talks about missions launched for making
solar observations, while the next two sections discuss missions to study the solar system and
the celestial bodies outside the solar system.

13.5.1 Observation of the Sun

Solar observations form the most important component of astronomical studies as sun is the
nearest star to Earth and has a very strong influence on the Earth’s environment. Moreover,
a study of solar radiation and magnetism is an essential factor in understanding the structure
of the terrestrial atmosphere. In fact, the sun was the first celestial body to be studied in
the space era. Satellites enabled the scientists to make continuous observations of various
solar phenomena, including a simultaneous long term observation of solar radiation over a
range of different wavelengths, together with measurements of the magnetic field and the
Doppler–Fizeau effect. Moreover, space-based solar observations have better resolution than
those obtained using ground techniques. Earth-based observations have a maximum angular
resolution of 1 arc sec whereas satellite-based instruments can have an angular resolution up
to 0.1 arc sec.

Instruments used for making solar observations essentially consist of a photon collector of
variable angular resolution and a light analyser to separate the wavelength regions. Observa-
tional quality depends on the pointing accuracy and the stability of the platforms on which
the instruments are placed. Solar observations are carried out mainly in the visible, UV and
X-ray wavelength bands with only a very few observations in the IR band. A systematic study
of the sun was initiated with the launch of the OSO (Orbiting solar observatory) series of
satellites. Eight OSO satellites, namely OSO-1 to OSO-8, were launched in a span of 13 years
between 1962 and 1975. Since then a large number of space missions have been launched for
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the purpose. Some of the important missions include the Apollo telescope mount (ATM) of
Skylab (1973–1974), the Solar maximum mission (SMM) (1980), the Wind satellite (1994),
SOHO (1995), ACE (Advanced composition explorer) (1997), TRACE (Transition region and
coronal explorer) (1998), HST (1990), Ulysses (1990). RHESSI (Reuven Ramaty high energy
solar spectro scopic imager) (2002), STEREO (Solar terrestrial relations observatory) (2006),
CORONAS Photon (Complex orbital observations of near Earth activity of the sun) (2009)
and Hinode (2006). Figures 13.23 and 13.24 show photographs of the SOHO solar observatory
and the ACE satellite.

Figure 13.23 SOHO solar observatory [Courtesy: SOHO (ESA and NASA)]

Figure 13.24 ACE satellite (Courtesy: NASA)

It may be mentioned here that some of the major satellite missions launched for solar studies,
orbit around the sun rather than orbiting around the Earth. They are placed at Lanrange point
L1, a point on the Earth–sun line where the gravitational pull from both bodies is equal. It
is a very useful position for making continuous observations of various solar phenomena.
Satellites placed at the L1 point include the Wind, SOHO, ACE, Triana and Genesis satellites.
Figure 13.25 shows the orbit of the SOHO satellite. These missions carried out studies in
the areas of solar physics, monitoring solar activity and the effect of solar radiation on the
Earth’s environment.
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Figure 13.25 Orbit of the SOHO satellite [Courtesy: SOHO CELIAS MTOF (ESA and NASA)]

13.5.1.1 Solar Physics

The study of solar physics mainly includes the study of the dynamics and structure of the sun’s
interior and properties of the solar corona. All solar activities and variabilities are driven by
the sun’s internal magnetic field and by fluid motions that shear and twist that field. The sun’s
interior comprises a core, a radiative zone and a convective zone. Above this surface is the
atmosphere, which comprises the photosphere, chromosphere and outer corona. Figure 13.26
shows a composite image of the sun formed by combining images taken by all the instruments
on board the SOHO mission. The interior of the image, taken by the Michelson Doppler imager
(MDI) of the satellite illustrates rivers of plasma underneath the solar surface. The surface was
imaged with the Extreme ultraviolet imaging telescope (EIT) at 304 Å. Both the images were
superimposed on a Large angle spectroscopic coronograph (LASCO) C2 image, which blocks
the sun so that the corona is visible.

Figure 13.26 Composite image of the sun taken by the SOHO satellite [Courtesy: SOHO (ESA and
NASA)]
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13.5.1.2 Solar Activity

Satellites have also helped in making observations of various features of the sun, such as
sunspots, solar prominences and solar flares. Sunspots are dark, cool areas on the photosphere
that always appear in pairs and through which intense magnetic fields break through the surface.
Field lines leave through one sunspot and re-enter through another one. The magnetic field
is caused by movements of gases in the sun’s interior. Figure 13.27 shows the movement of
various sunspots on an active region of the sun taken by the TRACE satellite.

Figure 13.27 Movement of sunspots taken by the TRACE satellite (Credit: Transition Region and
Coronal Explorer, TRACE, is a mission of the Stanford–Lockheed Institute for Space Research (a joint
programme of the Lockheed–Martin Advanced Technology Center’s Solar and Astrophysics Laboratory
and Stanford’s Solar Observatories Group) and part of the NASA Small Explorer Program)

Solar activity follows an 11 year cycle called the solar cycle, with periods of varying levels
of solar activity from maximum to minimum. NASA launched the Solar maximum mission
(SMM) (Figure 13.28) on 14 February 1980 to study the sun during the period of maximum
solar activity. The SMM enabled scientists to examine in great detail the solar flares, which
are considered to be the most violent aspect of solar activity. Sunspot activity also occurs as
part of this 11 year cycle. Figure 13.29 shows the sun’s 11 year solar cycle as reflected by the
number of sunspots recorded to date and the projected (dotted line) number of sunspots.

Solar prominences are arches of gases that rise occasionally from the chromosphere and
orient themselves along the magnetic lines from sunspot pairs. Prominences generally last
two to three months and can extend up to 50 000 km or more above the sun’s surface. Upon
reaching this height above the surface, they can erupt for a time period of a few minutes to
few hours and send large amounts of material into space at speeds of around 1000 km/s. These
eruptions are called coronal mass ejections (CME). Figure 13.30 shows images of two coronal
mass ejections taken by the SMM satellite. The image is taken by blocking light from the sun
using a black disc, creating an artificial eclipse in order to observe the dim light from the CME.
Each row shows the evolution of CME with time.
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Figure 13.28 Solar Maximum Mission (Courtesy: NASA)

Figure 13.29 Sun’s 11-year solar cycle [Courtesy: SOHO (ESA and NASA)]

Figure 13.30 Coronal mass ejection (CME) (Courtesy: NASA)
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Sometimes in complex sunspot groups, abrupt violent explosions occur from the sun due
to sudden magnetic field changes. These are called solar flares. They are accompanied by the
release of gases, electrons, visible light, UV light and X-rays. Figure 13.31 shows a photograph
of the solar flare taken by the TRACE satellite on 22 November 1998. Several such images
have helped to give an understanding of the activities of the sun in a more comprehensive way.

Figure 13.31 Image of solar flare taken by the TRACE satellite (With kind permission of Springer
Science and Business Media (Journal: Solar Physics, Year: 2001, Vol: 200, Issue: Y2, Editors: Svestka,
Engvold, Harvey, Authors: C.J. Schrijver and A.M. Title)

13.5.1.3 Effect of Solar Phenomena on the Earth’s Atmosphere

Satellites study the processes that control the transfer of energy and momentum from solar wind,
solar flares and CME to the magnetosphere and further into the near-Earth space environment.
Solar winds, as mentioned before, cause electric currents to flow in the magnetosphere and
ionosphere. Solar wind is constantly varying, making the system of currents highly dynamic.
Detailed mapping of these currents and tracing their relations to processes in the solar wind,
magnetosphere and ionosphere are the key factors in understanding the space weather.

CME and solar flares both affect the Earth’s environment. On collision with Earth’s at-
mosphere, CME can produce a geomagnetic storm above the magnetosphere. These storms
can cause electrical power outages and damage to communication satellites. Solar flares, on
the other hand, directly affect the ionosphere and radio communications on Earth and also
release energetic particles into space. Several satellite missions have been launched to study
these effects. Some of these missions are SOHO, Cluster, STEREO, and CORONOS Photon
satellites.

13.6 Missions for Studying Planets of the Solar System

Several space probes have been launched to study the planets in the solar system. These probes
are launched either to orbit around a particular planet (orbiters), land on their surface (landers)
or orbit in interplanetary orbits to study various planets by moving closely through them (fly-by
missions). Orbiters orbit around the planet in a manner similar to how satellites orbit around
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Earth. Landers, on the other hand, as the name suggests, are made to land on the planet in
order to take a closer look at its surface and take samples of the soil to study them in detail.
Planets are also observed from space observatories orbiting Earth. A brief description of some
of the major missions is presented in the following paragraphs. Table 13.1 lists some of the
important planetary missions launched for studying the various planets of the solar system and
their objectives and major findings.

Table 13.1 Important planetary missions

Spacecraft Country/Year Mission objectives

Spacecraft for studying Mercury

Mariner-10 USA/ 1994 First probe to study the planet Mercury.
MESSENGER USA/ 2004 To study the surface composition, geologic history,

core and mantle, magnetic field and atmosphere of
Mercury.

Spacecraft for studying Venus

Mariner-2 USA/ 1962 First successful Venus probe
Venera-4

(Atmospheric
probe)

Soviet Union/ 1967 The first probe to enter another planet’s atmosphere
and return direct measurements. It showed that
atmosphere of Venus contains 95% CO2. Together
with Mariner-5 probe, it showed that surface
pressure of Venus was between 75 and 100
atmospheres

Venera-7 (Lander) Soviet Union/ 1970 First successful landing on Venus. It relayed that the
surface temperatures of Venus are of the order of
450–500◦C

Venera-8 (Lander) Soviet Union/ 1972 Measured the pressure and temperature profiles of
Venus. It also studied the cloud layer and analyzed
the chemical composition of the crust of the
planet.

Venera-9 (Orbiter and
Lander)

Soviet Union/ 1975 First artificial satellite to orbit Venus. It returned
information about the planet’s clouds, ionosphere,
magnetosphere, as well as performing bistatic
radar measurements of its surface. The lander took
first pictures of the surface and analyzed the crust.
It also took measurements of clouds on Venus

Venera-10 (Orbiter
and lander)

Soviet Union/ 1975 Same studies as that conducted by Venera-9

Pioneer Venus Orbiter USA/ 1978 It carried 17 instruments to study Venus’s
atmosphere, clouds, solar winds etc.

Pioneer Venus
Multiprobe

USA/ 1978 The Pioneer Venus multiprobe carried one large and
three small atmospheric probes to carry out
extensive study of the planet.

Venera-11 (Fly-by
and Lander)

Soviet Union/ 1978 Lander discovered a large proportion of chlorine and
sulphur in the Venetian clouds.

Venera-12 (Fly-by
and Lander)

Soviet Union/ 1978 Lander discovered a large proportion of chlorine and
sulphur in the Venetian clouds.

(continued)
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Table 13.1 (Continued)

Spacecraft Country/Year Mission objectives

Venera-13 (Fly-by
and Lander)

Soviet Union/ 1981 Studied the soil samples of the planet and results
showed that rocks similar to potassium-rich basalt
rock were present on the planet.

Venera-14 (Fly-by
and Lander)

Soviet Union/ 1981 Studied the soil samples of the planet and results
showed that rocks similar to potassium-rich basalt
rock were present on the planet.

Venera-15 (Orbiter) Soviet Union/ 1983 It analyzed and mapped the upper atmosphere.
Venera- 15 and -16 provided the first detailed
understanding of the surface geology of Venus,
including the discovery of unusual massive shield.

Venera-16 (Orbiter) Soviet Union/ 1983 Venera-15 and -16 provided the first detailed
understanding of the surface geology of Venus,
including the discovery of unusual massive shield.

Magellan probe
(Orbiter)

USA/ 1989 Magellan probe created the first high resolution
mapping images of the planet.

Venus Express European Space
Agency/ 2005

It provided the temperature map of the southern
hemisphere of the planet. It also made
observations about the atmosphere of the planet.

Spacecraft for studying Mars

Mariner-4 USA /1964 It returned 22 close-up photos of the planet showing
a cratered surface. The thin atmosphere was
confirmed to be composed of CO2 having 5–10
mbar pressure. A small intrinsic magnetic field
was also detected.

Mars-2 USSR/1971 Mars-2 had both lander and the orbiter. The lander
crashed-landed because its breaking rockets failed
and hence was not able to transmit any data but it
created the first human artifact on Mars. Orbiters
of Mars-2 and -3 measured that the magnetic field
of the planet was of the order of 30 nanotesla.

Mars-3 USSR/1971 Mars-3 also had both the lander and the orbiter. Its
lander made the first successful landing on Mars.
It failed after relaying 20 seconds of video data to
the orbiter. The Mars-3 orbiter made
measurements of the surface temperature and
atmospheric composition and measured the
magnetic field of the planet

Mariner-9 USA/1971 This was the first US spacecraft to enter an orbit
around a planet other than Earth. It photographed
features of the Martian surface. It also obtained
images to help scientists choose suitable landing
sites for the Viking probes

Mars-5 USSR/1973 It acquired imaging data for the Mars-6 and -7
missions.

(continued)
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Table 13.1 (Continued)

Spacecraft Country/Year Mission objectives

Mars-6 USSR/1973 Mars-6 entered into orbit and launched its lander.
The lander returned atmospheric descent data, but
failed on its way down.

Mars-7 USSR/ 1973 Mars-7 failed to go into orbit about Mars and the
lander missed the planet. Mars-7 found that there
was a small amount of water vapour in the
Martian atmosphere and that an inert gas was also
present in the atmosphere

Viking-1 and 2 USA/ 1975
(both missions)

Viking-1 and -2 consisted of an orbiter and lander.
Landers of both the missions had experiments to
search for Martian micro-organism. The results of
these experiments are still being debated. The
landers provided detailed colored panoramic
views of the Martian terrain. They also monitored
the Martian weather. The orbiters mapped the
planet’s surface, acquiring over 52,000 images.

Phobos-1 USSR/ 1988 To study the moon of Mars named Phobos. Failed.
Phobos-2 USSR/ 1988 To study the moon of Mars named Phobos. Failed.
Mars observer USA/ 1992 To study the geoscience and climate of the planet.

Failed.
Mars global surveyor USA/ 1996 Mars global surveyor was designed to orbit Mars

over a two-year period and collect data on the
surface morphology, topography, composition,
gravity, atmospheric dynamics and magnetic field.

Mars 1996 Russia/ 1996 Consisted of an orbiter, two landers, and two soil
penetrators. Failed.

Mars pathfinder USA/ 1996 Comprised of a lander and surface rover. Mars
pathfinder returned 2.6 billion bits of information,
including more than 16,000 images from the
lander and 550 images from the rover, as well as
more than 15 chemical analyses of rocks and
extensive data on winds and other weather factors.

Nozomi Japan/ 1998 This is the first Japanese spacecraft to reach another
planet.

2001 Mars odyssey USA/ 2001 The 2001 Mars odyssey orbiter was launched to
orbit Mars for three years, with an objective of
conducting a detailed mineralogical analysis of
the planet’s surface from the orbit and measuring
the radiation environment. The mission has as its
primary science goals to gather data to help
determine whether the environment on Mars was
ever conducive to life, to characterize the climate
and geology of Mars, and to study potential
radiation hazards to possible future manned
missions.

(continued)
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Table 13.1 (Continued)

Spacecraft Country/Year Mission objectives

Mars express European space
agency/ 2003

Comprised of an orbiter and a lander. The lander was
lost.

Mars exploration
rover (MER)

USA/ 2003 Twin Rover vehicles to explore two sites on Mars,
searching for signs of water and to explore
Martian surface and geology.

Mars reconnaissance
orbiter (MRO)

USA/2005 To conduct reconnaissance and exploration of the
planet from the orbit

Spacecraft for studying outer planets of the solar system

Pioneer-10 USA/1972 Pioneer-10 flew by Jupiter on December 1, 1973. It
returned over 500 images of Jupiter and its
moons. Pioneer-10’s greatest achievement was the
data collected on Jupiter’s magnetic field, trapped
charged particles and solar wind interactions

Pioneer-11 USA/1973 Pioneer-11 flew by Jupiter on 1 December 1974. It
took better pictures than Pioneer-10, and
measured Jupiter’s intense charged-particle and
magnetic-field environment. As it flew by Jupiter
it was given a gravity assist which swung it onto
course for Saturn. On September 1, 1979,
Pioneer-11 flew past the outer edge of Saturn’s A
ring. It studied the magnetosphere of Saturn and
its magnetic field and also studied its various
moons. It has now left the solar system

Voyager-1 USA/1977 Voyager-1 flew by Jupiter in the year 1979 and by
Saturn in the year 1980. It took high-resolution
images of the rings, magnetic field, radiation
environment and moons of the Jupiter system. It
also detected the complex structures in Saturn’s
rings and studied its atmosphere and that of its
moon, Titan.

Voyager-2 USA/1977 Voyager-2 flew by Jupiter in the year 1979, by Saturn
in the year 1981, by Uranus in the year 1986 and
by Neptune in the year 1989. It discovered few
rings around Jupiter, studied the Great Red Spot
on the planet and the volcanic activities in one of
its moon. It measured the temperature and density
profiles of the atmosphere of Saturn. It studied the
atmosphere of Uranus, its ring structure and
discovered ten moons of the planet.

Ulysses USA/1990 The Ulysses spacecraft is an international project to
study the poles of the Sun and interstellar space
above and below the poles.

Galileo USA/1989 Galileo was designed to study Jupiter’s atmosphere,
satellites and the surrounding magnetosphere for 2
years.

(continued)
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Table 13.1 (Continued)

Spacecraft Country/Year Mission objectives

Hubble space
telescope

USA/ 1990 The Hubble space telescope has taken photographs
of Jupiter and other planets. In July 1994, it
photographed the collision of the comet
Shoemaker-Levy 9 with Jupiter.

Cassini/ Huygens USA and Europe/
1997

The aim of the mission was to study whole Saturn
system – the planet, its atmosphere (rings and
magnetosphere) and some of its moons. The
Cassini mission consisted of the NASA-provided
Saturn orbiter coupled with ESA’s Huygens
probe, which was dropped into the atmosphere of
the biggest moon of Saturn named Titan.

New Horizons USA/ 2006 The aim of the mission is to study planet Pluto and
its moons

13.6.1 Mercury

Mariner-10 probe was launched on 3 November 1994 into an elliptical solar orbit crossing
Venus in order to study the planet Mercury. It made use of gravitational field of Venus to reach
Mercury. It carried five principle scientific experiments and was in service for 17 months. It
provided information on the atmospheric pressure, surface temperature, magnetic field and
surface structure of the planet, which has been heavily crated by meteorites. It also provided
information on the cloud circulation on Venus. Figure 13.32 (a) shows the orbit of Marnier-10
and Figure 13.32 (b) shows the photograph taken by Mariner-10 of the surface of planet Mer-
cury. The photograph shows that the surface of the planet is covered by faults. Another probe

Figure 13.32 (a) Orbit of Mariner-10 probe (Courtesy: NASA). (b) Photograph of Mercury taken by
Mariner-10 probe (Courtesy NASA/JPL-Caltech)
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named Mercury Surface, Space Environment, Geochemistry and Ranging (MESSENGER)
was launched on 3 August 2004 to study the surface composition, geologic history, core and
mantle, magnetic field and tenuous atmosphere of Mercury. It will also search for water ice and
other frozen volatiles at the poles over a nominal orbital mission of one Earth year. It will enter
into the Mercury orbit in the year 2011 and has made fly- by observations of Mercury since
2008. Future mission to be launched for studying Mercury is Bepi colombo, a joint mission
of Japan and ESA scheduled to be launched in August 2013. It includes two satellites namely
Mercury planetary orbiter (MPO) and Mercury magnetospheric orbiter (MMO).

13.6.2 Venus

The first successful spacecraft to visit Venus was Mariner-2 in 1962. More than 20 spacecraft
have been launched to date for probing the planet. The main missions include NASA’s Pioneer
Venus series (Pioneer Venus Multiprobe and Pioneer Venus Orbiter) and the Magellan probe
(Figure 13.33), the Soviet Union’s Venera series (16 Venera satellites, Venera-1 to Venera-16,
were launched in a span of 22 years from 1961 to 1983) and European space agency’s Venus
Express spacecraft launched in the year 2005. The first successful spacecraft to land on the
planet was Venera-7 and the first artificial satellite of Venus was Venera-9.

Figure 13.33 Magellan probe (Courtesy: NASA)

All these missions have helped scientists to study the planet’s surface and its atmosphere.
Most of Venus’ surface consists of gently rolling plains covered by lava flows, with two
large highland areas deformed by geological activity. Figure 13.34 shows images taken by the
Magellan probe of the planet. Figure 13.34 (a) shows the global view of Venus made from a
mosaic of radar images from the Magellan spacecraft and Figure 13.34 (b) shows the image
of a volcano named the Sif Mons volcano on the planet. Recent missions have indicated that
Venus is still volcanically active but only in a few hot spots.

Data from the Magellan probe indicates that Venus’ crust is stronger and thicker than had
previously been assumed. In addition, data from various missions have confirmed that the
planet has an almost neglible magnetic field. The atmosphere mostly comprises CO2 and
small amounts of N2. The Venera-4 probe for the first time showed that CO2 accounts for
around 95 % of the atmosphere. The pressure of Venus’ atmosphere at the surface is around 90
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Figure 13.34 (a) Global view of Venus taken by Magellan probe (Courtesy: NASA). (b) Image of Sif
Mons volcano on Venus taken by Magellan probe (Courtesy: NASA/JPL-Caltech)

atmospheres. Venera-4 and -5 missions provided data on the atmospheric pressure of the planet.
The atmosphere has several layers of clouds many kilometres thick composed of sulfuric acid.
Venera-8 provided information on the cloud layers of the planet. The dense atmosphere raises
the surface temperature of the planet. Venera-7 confrimed that the surface temperature of Venus
was of the order of 450–500 ◦C.

Dense clouds prevented scientists from uncovering the geological nature of the surface.
Developments in radar telescopes and radar imaging systems orbiting the planet have made
it possible to see through the clouds to observe the surface below. Figure 13.35 shows two
different perspectives of Venus. Figure 13.35 (a) shows the image acquired by the Mariner-10
spacecraft in February 1974. The image shows thick cloud coverage that prevents an optical
observation of the planet’s surface. The surface of Venus remained a mystery until the year
1979 when the Pioneer Venus-1 mission used radar to map the planet’s surface. The Magellan
spacecraft launched in August 1990 mapped the planet’s surface in great detail. The image
[Figure 13.35 (b)] shows the planet’s features taken from radar on the Magellan probe. The
Venus Express probe launched in 2005 by European space agency (ESA) has mapped the
temperature profile of the southern hemisphere of the planet.

Figure 13.35 Images of Venus (a) taken by Mariner-10, (b) taken by Magellan probe (Courtesy: NASA)
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13.6.3 Mars

The first satellite mission successfully launched for studying the planet Mars was the Mariner-
4 probe that passed over the surface of Mars on 14 July 1965 at an altitude of just under
10 000 km. The Mariner-4 mission measured the magnetic dipole movement of the planet to
be less than three ten-thousandths that of Earth. This result indicated that Mars does not have a
metallic core. The probe also studied the structure of the Martian atmosphere and sent the first
pictures of the Martian surface. Since then, several missions comprising orbiters and landers
have been launched. Figure 13.36 (a) shows an image of Mars taken by the Viking-1 orbiter
and Figure 13.36 (b) shows the first photograph of the surface of Mars taken by the Viking-1
lander. It should be mentioned here that the largest number of missions have been launched
to study Mars as compared to any other planet in the solar system. All these satellite missions
have helped scientists to study in detail the Martian surface and its environment.

Figure 13.36 (a) Image of Mars taken by Viking-1 orbiter (Courtesy: NASA). (b) Photograph of the
surface of Mars taken by Viking-1 lander (Courtesy: NASA-JPL)

Images taken from orbiters and landers have enabled scientists to divide the surface of
Mars into three major regions: southern highlands, northern plains and polar regions. Satellite
images from Mariner-3, 4, 6 and 7 showed that the surface of Mars was covered by craters.
These regions are the southern highlands. Figure 13.37 shows an image of one of the craters on
the southern highlands taken by the Mars Global Surveyor. The northern or low lying regions
are covered with lava flows, small cinder cones, dunes, wind streaks and major channels and
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basins similar to dry ‘river valleys’. The Mariner-9 spacecraft for the first time imaged these
features of the planet. Figure 13.38 shows an image of a large network of canyons (called
Valles Marineris) in the northern plains taken by the Viking-1 orbiter spacecraft. The polar
regions are covered with polar ice caps made mostly of frozen carbon dioxide (dry ice).

Figure 13.37 Image of one of the craters on Mars (Courtesy: NASA JPL-Caltech)

Figure 13.38 Image of Valles Marineris on Mars (Courtesy: NASA/JPL-Caltech)

The rover of the Pathfinder mission (Figure 13.39) has provided detailed information about
the surface composition of the planet. An X-ray spectrometer on board the rover performed 15
separate chemical analyses of the Martian soil and identified large amounts of silicate minerals,
suggesting that Mars had a similar geological history to that of Earth. Satellite missions have
been launched to study if any formof life existsonMars.TheMariner-6and -7missionsprovided
informationon theatmosphericcompositionof theplanet.Mariner-7 found that therewasasmall
amount of water vapour in the atmosphere. Many probes have seen geological features that look
like river valleys and water erosion, which indicates that water might have once been present on
the planet. Satellites have also provided information on Martian weather. Figure 13.40 shows an
image of the Martian clouds taken by the Mars pathfinder. The Mars odyssey mission detected
hydrogen on the surface of Mars, which is thought to be contained in water ice. Mars express
spacecraft detected methane in Martain atmosphere, and the Mars exploration rovers detected
that liquid water existed at some time in the past on the planet. Some of the future missions to
study the planet are Mars science laboratory, Phobos-Grunt and Maven.
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Figure 13.39 Rover of the Pathfinder mission (Courtesy: NASA/JPL-Caltech)

Figure 13.40 Image of Martian clouds taken by Mars pathfinder (Courtesy: NASA/JPL-Caltech)

13.6.4 Outer Planets

In this section, the missions launched for studying the planets beyond Mars will be discussed,
i.e. Jupiter, Saturn, Uranus and Neptune; Jupiter, Saturn, Uranus and Neptune together are
called the ‘Jovian planets’. In addition, missions launched to study Pluto will also be covered.
Pluto was one of the planets of the solar system but in the year 2006, it was declared a dwarf
planet.

13.6.4.1 Jupiter

The planets Jupiter and Saturn were explored as part of two American space programmes –
Pioneer and Voyager (Figure 13.41). Each of these missions had two spacecraft, Pioneer-10
and -11 in the Pioneer programme and Voyager-1 and -2 in the Voyager programme. The main
objectives of the Pioneer mission were to explore the interplanetary medium beyond Mars, to
examine the asteroid belt and to explore Jupiter with Pioneer-10 spacecraft and Saturn with
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Pioneer-11 spacecraft. The Voyager spacecraft were launched to visit Jupiter and Saturn in
order to examine their magnetosphere and moons, in particular Titan (Saturn’s largest moon).
Other missions launched for studying Jupiter include Ulysses and Galileo. The Pioneer and
Voyager missions were fly-by missions; Galileo [Figure 13.42 (a)] was an orbiter mission
and was inserted into orbit around Jupiter in December 1995. It also launched a probe called
the Galileo probe into Jupiter’s atmosphere [Figure 13.42 (b)]. The planet is also regularly
monitoried by the Hubble space telescope. Future missions to be launched to study Jupiter
include NASA’s Juno mission and joint NASA/ESA’s Europe Jupiter System Mission (EJSM).

Figure 13.41 Voyager spacecraft (Courtesy: NASA/JPL)

Figure 13.42 (a) Galileo Orbiter Mission (Courtesy: NASA). (b) Galileo probe (Courtesy: NASA)

Juno, scheduled to be launched in 2011 will study the planet’s composition, gravitational and
magnetic fields and polar magnetosphere. EJSM will comprise of NASA-led Jupiter Europe
Orbiter and ESA-led Jupiter Ganymede Orbiter and will be launched in 2020.

Knowledge of the features of Jupiter is mostly accquired by indirect means. The only probe
launched to study the planet, Galileo’s atmospheric probe, went to only about 150 km below the
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cloud layers. The planet appears to be covered by coloured bands. Figure 13.43 shows an image
of the planet taken by the Hubble space telescope. The Voyager mission has provided detailed
information on the boundaries between these bands. The planet is perpetually covered with a
layer of clouds. Galileo’s probe has made observations on the cloud layers of the planet. It has
provided information that bands of clouds at different latitudes flow in opposing directions due
to the prevailing winds. The interactions of these conflicting circulation patterns cause storms
and turbulence having wind speeds of up to 600 km/h. The best-known feature of Jupiter, the
Great Red Spot (GRS), is a violent storm having a size of about three times Earth’s diameter.
Figure 13.44 shows the image of the Great Red Spot taken by the Voyager-1 spacecraft on 25
February 1979.

Figure 13.43 Image of Jupiter taken by HST (Courtesy: NASA/JPL-Caltech)

Figure 13.44 Image of Great Red Spot taken by Voyager-1 (Courtesy: NASA/JPL-Caltech)

The first close-up pictures of the atmosphere of Jupiter were provided by the Voyager mis-
sions. Jupiter has a very large and powerful magnetosphere. Pioneer probes confirmed that the
planet’smagneticfield is10 timesstronger than theEarth’smagneticfield.Studieson theplanet’s
magnetosphere were also carried out by the Ulysees solar probe. Figure 13.45 shows the image
of Jupiter’s magnetosphere, which is conceived on the basis of a large number of observations
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made by these probes. Jupiter has rings like those of Saturn. They were totally unexpected and
were only discovered by the Voyager-1 spacecraft. The Galileo spacecraft also took images of
these rings. Jupiter has at least 63 moons. The Galileo mission performed several fly-bys of
Jupiter’s moons. Figure 13.46 shows the image of Jupiter and its four moons, photographed by
Voyager-1 spacecraft. (They are not to scale, but are in their correct relative positions.)

Figure 13.45 Image of Jupiter’s magnetosphere (Courtesy: NASA/JPL/John Hopkins University
Applied Physics Laboratory)

Figure 13.46 Image of Jupiter and its four moons taken by Voyager-1 spacecraft (Courtesy: NASA)

It is worth mentioning here that in July 1994, Comet Shoemaker Levy-9 collided with Jupiter.
The Galileo spacecraft made this observation. Figure 13.47 shows one such image showing
the impact of the collision.

13.6.4.2 Saturn

As mentioned earlier, Saturn was explored as part of two American space programmes – Pioneer
and Voyager. Pioneer-11 spacecraft and both the Voyager spacecraft, Voyager-1 and -2, studied
the planet’s atmosphere, its ring structure and its moons. After that, the Cassini/Huygens
probe has been launched to study the planet in further detail and also to study the largest
moon of Saturn, called Titan. Cassini/Huygens (Figure 13.48) is a joint NASA/ESA probe
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Figure 13.47 Jupiter’s image by the Galileo spacecraft after its collision with comet Shoemaker
Levy-9 (Courtesy: NASA)

Figure 13.48 Cassini/Huygens probe (Courtesy: NASA/JPL-Caltech)

and consists of the Cassini orbiter, which reached Saturn in July 2004, and a small probe
named Huygens, which landed on the surface of Titan on 14 January 2005. Space observations
as well as ground-based observations have helped to solve many mysteries related to the
planet.

Figure 13.49 shows the image of Saturn taken by Voyager-2 spacecraft in July 1981. The
clouds are present low in the atmosphere. Saturn is surrounded by planetary rings extend-
ing from 6630 km to 120 700 km above Saturn’s equator. The Voyager spacecraft discovered
the rings to have an intricate structure of thousands of thin gaps and ringlets. Until 1980,
the structure of the rings of Saturn was explained exclusively on the basis of the action of
gravitational forces. The Voyager spacecraft found dark radial features in the B ring, called
spokes, which made scientists believe that the ring structure is connected to electromagnetic
interactions.

Saturn has 31 officially recognized moons. The most famous of them is Titan. It was stud-
ied by the Voyager and Cassini spacecraft. Cassini made 30 fly-by operations across Titan.
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Figure 13.49 Image of Saturn taken by the Voyager-2 spacecraft (Courtesy: NASA/JPL-Caltech)

It also launched a probe named Huygens to study Titan’s atmosphere and map its surface.
Figure 13.50 shows an image of Titan taken by the Cassini spacecraft during its fly-by
operation of the moon. The image taken in the UV band shows Titan as a softly glowing
sphere.

Figure 13.50 Image of Titan taken by the Cassini spacecraft (Courtesy: NASA/JPL/Space Science
Institute)

13.6.4.3 Uranus

NASA’s Voyager-2 is the only spacecraft to have studied Uranus. The spacecraft made its closest
approach to Uranus on January 1986 before continuing its journey to Neptune. However,
observations made by the Hubble space telescope and other such instruments have helped
scientists to study the planet. Uranus is known to have extreme seasonal variations. Figure 13.51
shows the image of Uranus taken by the Voyager-2 spacecraft in January 1986.
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Figure 13.51 Image of Uranus taken by the Voyager-2 spacecraft (Courtesy: NASA/JPL-Caltech)

13.6.4.4 Neptune

Neptune has been visited by only one spacecraft, Voyager-2, which flew by the planet on 25
August 1989. Neptune is a dynamic planet and has several large dark spots similar to those
of Jupiter, caused by hurricane-like storms. The largest spot, known as the Great Dark Spot,
is about the size of Earth and is similar to the Great Red Spot on Jupiter. Figure 13.52 shows
an image of Neptune taken by the Voyager-2 spacecraft in August 1989. The image shows the
Great Dark Spot in the centre. The Hubble space telescope image taken in 1994 found that the
Great Dark Spot is missing. These dramatic changes in the weather system are not completely
understood but they reveal the dynamic nature of the planet’s atmosphere.

Figure 13.52 Image of Neptune taken by the Voyager-2 spacecraft (Courtesy: NASA/JPL-Caltech)

13.6.4.5 Pluto

Little is known about Pluto because of its great distance from Earth and also because no
exploratory spacecraft has yet visited the dwarf planet. Originally the Voyager-1 probe was
planned to visit Pluto, but was redirected for a close fly-by of Saturn’s moon Titan. In 2006,
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NASA launched a mission ‘New Horizons’ to study Pluto and its moons. It is experted to reach
Pluto in the year 2015.

13.6.5 Moon

The first spacecraft to reach the moon was the unmanned Soviet probe, Luna-2 which crashed
on its surface in September 1959. The first probe to land on the surface of the moon and
transmit pictures was Luna-9. The probe, launched by the Soviet Union, landed on the moon
in February 1966. The first artificial satellite of the moon was Luna-10 launched by the Soviet
Union in March 1966.

The moon became the first celestial body to be visited by humans on 20 June 1969 when
astronauts from Apollo-11 mission (Figure 13.53) landed there. In the next three years, six
missions went sent to the moon under the Apollo programme. They carried a total of 12
humans. Samples from the surface of the moon have been brought back to Earth from these
six Apollo missions as well as from the three Luna missions. The Clementine spacecraft was
sent to the moon in the year 1994. It was a joint US defence department/NASA spacecraft
and it sent the first near global topographic map of moon and the first multispectral images
of its surface. Another mission was the Lunar Prospector launched by NASA in 1998. It
indicated the presence of excess hydrogen at the lunar poles. Lunar Reconnaissance Orbiter
and Lunar Crater Observation and Sensing Satellite were launched in June 2009. The USA
plans to launch a manned mission to moon again in 2020. The European spacecraft Smart-1
was launched on 27 September 2003 to carry out an extensive survey of the moon. It was in
lunar orbit from November 2004 to September 2006. It surveyed the lunar environment and
sent close-up images of its surface.

Figure 13.53 Apollo-11 mission (Courtesy: NASA)

China has planned the Chang’e programme for lunar exploration. The first spacecraft under
this programme, Chang’e-1, was launched in October 2007. Japan launched a lunar orbiter
fitted with a high resolution camera and two small satellites named SELENE in September
2007. India launched its lunar spacecraft, Chandrayaan-1, in October 2008 with objectives to
create a three-dimensional atlas of the moon and do chemical and meteorological mapping of
its surface. Chandrayaan-II is planned to be launched by 2011.
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The missions have shed light on the composition of the surface of the moon, its atmosphere
and other properties. The moon is covered with tens of thousands of craters having diameters
of at least one kilometer. Figure 13.54 shows an image of the moon’s heavily cratered far side
taken by the astronauts of the Apollo-11 mission in 1969. The Apollo and the Luna missions
returned 382 kilograms of rock and soil from the surface. The sample studies showed three
types of rock: regolith (fine-grained debris formed by micrometeorite bombardment), maria
(dark, relatively lightly cratered) and terrae (relatively bright, heavily cratered highlands). The
dark patches seen from the Earth are due to maria.

Figure 13.54 Image of the moon’s heavily cratered far side taken by the astronauts of the Apollo-11
mission in 1969 (Courtesy: NASA)

The recently launched missions have confirmed that there are traces of water on the moon.
In July 2008, small amounts of water were found in the interior of the volcanic pearls from
the moon bought back to the Earth by the astronauts of the Apollo 15 mission in 1971. The
Chandrayaan-1 mission founded evidence of water on the surface of the moon. These obser-
vations were confirmed by NASA’s Lunar Crater Observation and Sensing Satellite.

The moon is in synchronous rotation with the Earth; hence one side of the moon (the ‘near
side’) is permanently turned towards the Earth. The other side (the ‘far side’), mostly cannot be
seen from the Earth. Four nuclear powered seismic stations were installed during the Apollo
project to collect seismic data about the interior of the moon. It was found that there is only
residual tectonic activity due to cooling and tidal forcing and other moonquakes have been
caused by meteor impacts and artificial means.

13.6.6 Asteroids

Asteroids are rocky and metallic objects that orbit the sun but are too small to be considered
as planets. Most asteroids are contained within a belt that exists between the orbits of Mars
and Jupiter. Before the year 1991, the only information obtained on asteroids was through
Earth-based observations. The first asteroid to be photographed in close-up by a spacecraft
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was 951 Gaspra in 1991 imaged by the Galileo probe en route to Jupiter (Figure 13.55). The
spacecraft imaged another asteroid 243 Ida in 1993.

Figure 13.55 Image of 951 Gaspra asteroid taken by the Galileo probe (Courtesy: NASA)

The first dedicated probe launched to study asteroids was NEAR (Near Earth asteroid ren-
dezvous) Shoemaker, which photographed 253 Mathilde in 1997, before entering into orbit
around 433 Eros, finally landing on its surface in 2001. Other asteroids briefly visited by space-
craft en route to other destinations include 9969 Braille (by Deep Space-1 in 1999) and 5535
Annefrank (by Stardust in 2002). The Hayabusa mission was launched by Japan to return a
sample of material from a small near Earth asteroid 25143 Itokawa on 9 May 2003. It landed
on the asteroid in September 2005 and studied its shape, skin topography and other features.
It failed to collect samples of the asteroid, but it is believed that some dust might have swirled
into its collecting chamber. It is scheduled to return to the Earth in 2010. The European Rosetta
probe studied 2867 Steins asteroid in 2008 and will study the Lutetia asteroid in 2010. NASA
launched a robotic spacecraft, named Dawn, on 27 September 2007 to study the asteroid Vesta
and the dwarf planet Ceres. It will explore Vesta between 2011 and 2012 and Ceres in 2015.

13.6.7 Comets

Comets are small, fragile, irregularly shaped bodies composed of a mixture of nonvolatile grains
and frozen gases. Images of comets have been taken by many satellites including the HST,
ROSAT (Roentgen satellite), Deep space mission (DS-1), Giotto, Vega-1 and -2, CONTOUR
(Comet nucleus tour), etc. The European Giotto and the Russian Vega-1 and -2 imaged Halley’s
comet. The HST imaged the Shoemaker Levy-9 comet’s collision with Jupiter in July 1994.
It also imaged the Hyakutake comet. Figure 13.56 shows the image of the Hyakutake comet
taken by the HST on 25 March 1996 when the comet passed at a distance of 9.3 million km
from Earth. The image provides an exceptionally clear view of the near-nucleus region of
the comet. The Hyakutake comet was also imaged by the NEAR spacecraft in March 1996.
The Stardust spacecraft collected particles from the coma of comet Wild 2 in January 2004
and returned samples to Earth in a capsule in January 2006. In 2005, Deep Impact probe
blasted a crater on comet Tempel 1 to study its interior. In 2014, Rosetta probe will orbit comet
Churymov-Gerasimenko and place a small lander on its surface.
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Figure 13.56 Image of the Hyakutake comet taken by the HST (Courtesy: NASA/JPL-Caltech)

13.7 Missions Beyond the Solar System

Space missions help scientists to determine the position and movement of heavenly bodies
(like the position of stars, other galaxies, etc.), study the structure of radio galaxies, and
supernova remnants, determine the amount of water and oxygen molecules in dense interstellar
clouds, observe the birth of stars and galaxies and the early stages in their evolution and so on.
These observations are mainly done by space observatories. NASA has launched four space
observatories under the ‘Great Observatories’ programme. These include the Hubble space
telescope (HST), Compton gamma ray observatory (CGRO), Chandra X-ray observatory and
the Spitzer space telescope (SST). Fermi gamma-ray space telescope launched in the year
2008 in a follow-on to the CGRO. Other observatories include the Infrared astronomy satellite
(IRAS), Infrared space observatory (ISO), Solar observatory (SOHO), High energy astronomy
observations (HEAO) and High precision parallax collecting satellite (HIPPARCOS). In the
following paragraphs a few important missions for space astronomical applications are briefly
outlined, touching upon some of the important observations made by them.

The Hubble space telescope (HST) (Figure 13.57) launched in the year 1990 by NASA
in collaboration with ESA represents the most important and prestigious space astronomical
mission. It is a 2.4 m, f/24 telescope with Ritchey Chretian design having an effective focal
length of 57.6 m, orbiting in a LEO orbit at an altitude of 610–620 km. It makes observations
in the visible, near UV and near IR wavelength bands. Observations from HST have helped
in partially confirming the theory that most galaxies have a black hole in their nucleus. The
current model of the accelerating universe has taken inputs from the images provided by the
HST. HST observations have confirmed that there are planets revolving around other stars also.
It has imaged large portions of the universe and strengthened the belief of scientists that the
universe is uniform over large scales. Figure 13.58 shows an image taken by the HST of the
Eagle Nebula. The image taken in the visible wavelength band showed the detailed structure
of many light-year long pillars. A surprising finding made by the Hubble space telescope was
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Figure 13.57 Hubble space telescope (HST) (Courtesy: NASA/STscl)

Figure 13.58 Image of Eagle Nebula taken by the HST (Courtesy: NASA)

that the pillars are covered with a large number of small bumps and protrusions. These objects
were not seen in the previous observations of the nebula made by ground-based measurements.
Other observatories operating in the visible band include Astrosat, COROT, Kepler mission
and MOST.

The Compton gamma ray observatory (CGRO) launched in the year 1991 was operational
until 2000. Observations in the gamma-ray region are relevant to violent processes that occur in
stellar and galactic evolution, revealed as gamma bursts. One of the important accomplishments
of the observatory was the discovery of terrestrial gamma-ray sources that came from thunder-
clouds. Fermi gamma-ray space telescope, launched in the year 2008 is a follow-up to CGRO
and is used to perform gamma-ray astronomy observations from LEO orbit. Other observa-
tories operating in the gamma-ray band include Astrorivelatore gamma ad immagini leggero
(AGILE), High energy transient explorer (HETE-2), International gamma ray astrophysics
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laboratory (INTEGRAL), Low energy gamma-ray imager (LEGRI) and Swift gamma-ray
burst explorer.

The Chandra X-ray observatory (Figure 13.59), launched in the year 1999, makes observa-
tions in the X-ray band. X-ray astronomy deals with the stellar coronas, supernova remnants,
active galactic nuclei, quasars and accretion phenomena under black holes. It gave much in-
formation on the formation of galaxies, supernova remnants and far away stars. Figure 13.60
shows the X-ray image of Cassiopeia A, remnant of a star that exploded 320 years ago. The
image shows an expanding shell of hot gas produced by the explosion. Some of the other ob-
servatories operating in the X-ray band include A broadband imaging X-ray all-sky survey
(ABRIXAS), Advanced satellite for cosmology and astrophysics (ASCA), AGILE, Array of
low energy X-ray imaging sensors (ALEXIS), Astrosat, BeppoSAX, HETE-2, International
gamma-ray astrophysics laboratory (INTEGRAL) and XMM-Newton.

Figure 13.59 Chandra X-ray Observatory (Courtesy: NASA)

Figure 13.60 X-ray image of Cassiopeia-A taken by Chandra X-ray observatory (Courtesy: NASA)
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The Spitzer space telescope (SST) is an infrared space observatory launched in the year 2003.
Another observatory operating in the infrared band is the Infrared astronomy satellite (IRAS). It
provided a good insight into the birth of stars and galaxies and their early stages of evolution. It
surveyed the whole skyand found250000 infraredsources in theuniverse. Itwas followedby the
Infraredspaceobservatory (ISO) launchedby theESA. Ithadbetter resolution than the IRASand
made measurements between 2.5 mm and 200 mm. The satellite HIPPARCOS (High precision
parallax collecting satellite), launched in the year 1989, established the position coordinates and
components of the proper motion of 120 000 stars. Other infrared space observatories include
IRAS, Infrared space observatory (ISO), Solar observatory (SOHO), AKARI, Hershel space
observatory, Wide-field infrared explorer (WIRE), Wide-field infrared survey explorer (WISE)
and the HIPPARCOS satellite.

Some of the important missions taking measurements in the UV region include the
International ultraviolet explorer (IUE), Extreme ultraviolet explorer (EUVE), Far ultraviolet
spectroscopic explorer (FUSE), High energy transient explorer (HETE-2), Galaxy evolution
explorer (GALEX), Astro-2, Astrosat, Cosmic hot interstallar spectrometer (CHIPS) and
Korea advanced institute of science and technology satellite 4 (Kaistsat-4). EUVE is NASA’s
explorer class satellite mission launched in the year 1992. It was operational for nine years until
2001. It made observations in the wavelength range from 70 to 760 Å. The EUVE mission was
divided into two phases. The first phase (six months) was dedicated to an all-sky survey using
imaging instruments. The second phase was dedicated to pointed observations using mainly
spectroscopic instruments. The FUSE was NASA’s mission launched in the year 1999 into a
768 km circular orbit inclined at 25◦. It was launched to determine the abundance of deuterium
in a wide range of the galactic, to study the Milky Way disc and to explore the nature and dis-
tribution of the hot intergalactic medium (IGM). Space observatories planned to be launched
are the constellation-X, Darwin mission, X-ray evolving universe spectroscopy mission
(XEUS), Nuclear spectroscopic telescope array (NuSTAR), Tel Aviv university ultraviolet
explorer (TAUVEX), SIM lite astrometric observatory and James Webb space telescope.

13.8 Other Fields of Investigation

Scientific satellites also carry out research in the fields of microgravity, cosmic rays and fun-
damental physics. Several satellite experiments have been launched to carry out these studies.
These are briefly discussed in the following paragraphs.

13.8.1 Microgravity Experiments

Microgravity, as the name suggests, is a condition where the effects of gravity are either
nonexistent or present on a very small scale. Ideally, it is a state of ‘weightlessness’ created by
balancing the gravitational force with an equivalent acceleration force. In practice, however,
an exact equilibrium state is difficult to achieve and a very small gravitational force is always
present. Hence, the term ‘microgravity’ rather than weightlessness is more common. Grav-
ity influences most of the physical processes on Earth, including convection, sedimentation,
hydrostatic pressure, buoyancy, etc. Under microgravity conditions, these processes are signif-
icantly altered or even removed. The sedimentation process affects crystal growth, convection
currents affect flames and human bodies are affected by buoyancy and so on. Thus, by creating
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a microgravity environment, various phenomena related to these processes can be studied in a
better way.

Microgravity experiments can be conducted using drop towers or tubes through various
heights, the KC-135 aircraft, sounding rockets, several space shuttles and the ISS (International
space station). However, the microgravity conditions in tubes and aircraft exist for only a
few seconds. Space shuttles and the ISS are the main platforms for carrying out long term
experimentation under microgravity conditions.

Space shuttles, which are reusable launch vehicles designed for carrying and bringing back
astronauts and experimental setups, act as temporary research platforms in low Earth orbits and
can provide up to 17 days of high quality micro gravity conditions. They can accommodate a
wide range of experimental apparatus and provide a laboratory environment in which scientists
can conduct relatively short term investigations. The USA has three space shuttles, Atlantis,
Discovery and Endeavor. These space shuttles had a reusable laboratory named Spacelab,
developed by the ESA to carry out microgravity experiments. It was used on 25 shuttle missions
between 1983 and 1997. It was decommissioned in 1998 but was again commissioned in 1999
and was carried on space shuttles launched in the years 2000, 2001 and 2008. Other space
stations include Skylab, Salyut-5, Salyut-6, Mir space station, etc.

ISS is a permanent facility placed in LEO orbit that can maintain microgravity conditions
for years. ISS enables scientists to conduct their experiments in microgravity conditions over
a period of several months without having to return the entire laboratory to Earth each time
an experiment is completed. Microgravity experiments on space shuttles and ISS are mainly
carried out in the fields of life sciences and material sciences. Other fields of investigation
include combustion studies and fluid physics. Figure 13.61 shows the photograph a space
shuttle during flight and Figure 13.62 shows the photograph of ISS.

Figure 13.61 Space Shuttle during flight (Courtesy: NASA)

13.8.2 Life Sciences

Life science studies include understanding the effects of microgravity and cosmic rays on the
lives of human beings and to compare biological processes on Earth (in the presence of gravity)
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Figure 13.62 ISS (Courtesy: NASA)

with those occurring in space (in microgravity conditions). Scientists in the space environment
are able to study the adaptation of life to the space environment and gain new knowledge about
basic life processes. Moreover, they are able to study life from the simplest, one-celled forms,
such as bacteria, to the larger, more complex life forms such as animals and humans.

13.8.2.1 Human Physiology

Various aspects of human physiology, like musculoskeletal, metabolic, pulmonary, human
behaviour and performance, have been studied under microgravity conditions. Space shuttle
STS-78 conducted experiments in these fields. The scientists in the Russian Mir station studied
their heart and lung behaviour and the digestion process during their long stays on the station.
These studies are done for a wide range of potential usage including ensuring astronaut health,
improving health care on Earth and the production of new and more potent medicines. Various
changes occur in the human body when in space, like weakening of bones, shifting of fluids
towards the upper body and disruption of body rhythms, etc. Studying these changes help the
scientists to understand the various human processes better and also help the astronauts to stay
on a space station.

13.8.2.2 Biological Processes

One of the important missions included study of plants and animals in the absence of gravity.
As an example, the STS-78 mission carried three space biology experiments to study the
growth of pine saplings, development of fish embryos and bone changes in laboratory rats.
Scientists on the Russian Mir station grew wheat seeds to discover the effects of microgravity
on their growth. They also performed experiments on egg development in Mir’s incubator in
1996. The results were compared with the same egg development phases on Earth. Some space
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shuttles also studied the ecological life support systems similar to that on Earth. This is done
by growing plants to make oxygen and remove carbon dioxide, raising animals and creating
an environment to duplicate the ecological system on Earth.

13.8.3 Material Sciences

Microgravity experiments provide scientists with an opportunity to study how materials behave
outside the influence of Earth’s gravity. Studies in material science include growing various
alloys, crystals, proteins and viruses to better understand their structure and to produce materials
that cannot be produced on Earth. These studies are used in the field of drug research, electronics
and semiconductors and fluid physics. Material science research has been conducted on a large
number of Spacelab missions including Spacelab-1, -2, -3, -D1, -D2, -J, IML-1 (International
microgravity lab), IML-2, USMP-1, USMP-2, USML-1 and USML-2.

13.8.3.1 Growing Crystals, Alloys, etc.

Gravity alters the way atoms come together to form crystals. Near-perfect crystals can be
formed in microgravity conditions. Such crystals yield better semiconductors for faster com-
puters or more efficient drugs to combat diseases. Alloys of metals that do not combine on
Earth can also be formed under microgravity conditions. Figure 13.63 shows one material
science experiment, the drop dynamics module (DPM), carried out on board the Spacelab-3 in
1985. It studied the behaviour of liquid drops in microgravity. The experiment has also been
carried out on several subsequent flights.

Figure 13.63 Material science experiment on board Spacelab-3 (Courtesy: NASA)

13.8.3.2 Protein Growth in Space

Through experiments in space, it is found that larger, higher quality protein crystals can be
created in microgravity conditions. NASA has established a protein crystal growth programme
to explore the formation and growth of these crystals in space. More than 40 protein growth
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payloads have been carried on the space shuttles and there is a protein growth research payload
on the ISS. The crystals grown in space are returned to Earth and three-dimensional models
of these crystals are created using X-ray mapping.

13.8.4 Cosmic Ray and Fundamental Physics Research

13.8.4.1 Cosmic Ray Research

Earth is constantly subjected to cosmic ray radiation coming from an unknown source in the
universe. Since the dawn of the space age, the main focus of cosmic ray research has been
directed towards astrophysical investigations of where these cosmic rays originate, how they
propagate in space and what role they play in the dynamics of the galaxy. Satellite-based
experiments allow the measurements to be done before these rays are slowed down and broken
up by the atmosphere. The first satellite missions that made observations in this field were
the Soviet Luna-1 and -2 spacecraft carrying instruments to measure the total electric charge
of arriving ions. Other satellites carrying cosmic ray experiments include the Explorer-VII,
IMP-8 and ACE satellites launched in the years 1959, 1973 and 1997 respectively.

13.8.4.2 Fundamental Physics

Satellites are also used in the field of fundamental physics to prove Einstein’s general theory of
relativity. LAGEOS (Laser geodynamics satellite) satellites have been used for this purpose.
They are covered by reflectors and are used for laser ranging purposes. Scientists charted
the path of LAGEOS-1 and -2 satellites over a period of 11 years, using laser range finding
technique with a precision of a few millimetres. The satellite orbits dragged out of position
by about 2 m each year, which was in accordance with Einstein’s general theory of relativity.
NASA launched the Gravity Probe B in April 2004 carrying four gyroscopes to study Einstein’s
theory with even higher accuracy.

13.9 Future Trends

Satellites have been used for scientific applications since the 1950s. In fact, the first satellite to
be launched, Sputnik-1, was also a scientific satellite. It provided information on the density
and temperature of the upper atmosphere. Since then remarkable progress has been made in
the field of scientific satellites both in terms of technological development and application
potential.

Technological advances have led to the development of new sensors, improvement in the
resolution of the sensors, increase in information output and enhancement in the efficiency
of the information delivery mechanism. Future trends are to further improve each of these
parameters so as to have more accurate and precise data to help understand our universe better.
The efficiency of the information delivery mechanism has increased by making use of new
advanced image compression techniques which include image pyramids, fractal and wavelet
compression.

In addition to improvements in sensor technology and information processing and com-
pression techniques, the focus of the scientists is to reduce the size of individual missions by
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splitting up the payload components to allow smaller, dedicated and more focused satellites
to be flown. Future trends include the launch of cluster of micro, nano and pico satellites to
replace one large satellite. These satellites make use of technologies like application specific
integrated micro-instruments (ASIM), micro electro-mechanical systems (MEMS), etc. These
missions will ensure cost-effectiveness and will also reduce the complexity of the satellite
sub-systems as well as the satellite development time.

Many manned missions are being planned to explore the different planets and other celestial
bodies of the solar system. NASA is building the next fleet of vehicles to service the international
space station and to launch manned missions to the moon, Mars and beyond. Many other
countries including Russia, China and India are also planning manned missions to the moon.
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Glossary
Aeronomy: This is the science dealing with physics and chemistry of the upper atmosphere
Astronomy: This is the science of the universe, which deals with studies of various celestial bodies of
the universe
Charged particle detectors: They are used to measure the composition and number of charged particles
in the ionosphere. Charged particle detectors commonly used include mass and energy spectrometers
and time-of-flight spectrometers
Dynamical geodesy: This is the study of the variations in the Earth’s gravitational field on the surface
of the Earth by conducting detailed analysis of the satellite orbits
Earth radiation budget: The radiation budget represents the balance between incoming energy from
the sun and the outgoing thermal (longwave IR) and reflected (shortwave) energy from Earth
Geodesy: Geodesy is defined as the science of measurement of the shape of the Earth
Geometrical geodesy: This determines the shape of the Earth by measuring the distances and angles
between a large numbers of points on the surface of the Earth
Ionosphere: The ionosphere is the layer of the atmosphere between 50–500 km from the surface of the
Earth that is strongly ionized by UV and X-rays of the solar radiation
Ionospheric sounder: This comprises a transmitter–receiver pair that is used to measure the effective
altitude of an ionospheric layer by measuring the time delay between the transmission and reception of
a radio signal
Magnetometer: An instrument used for measuring the strength of magnetic fields
Magnetosphere: The magnetosphere is that region of the atmosphere that extends from the ionosphere
to about 40 000 miles where the Earth’s magnetic field is enclosed
Mass spectrometer: A device that applies magnetic force on charged particles to measure mass and
relative concentration of atoms and molecules
Microgravity: Ideally this is a state of ‘weightlessness’ created by balancing the gravitational force with
an equivalent acceleration force. It is a condition where the effects of gravity are either non-existent or
present on a very small scale. In practice, however, an exact equilibrium state is difficult to achieve and
a very small gravity force does always remain
Polar aurora: This is a luminous phenomenon observed in the atmosphere from 100 to 300 km around
the polar region. It is caused by excitation of atoms or molecules in the atmosphere to higher energy
levels, emitting light during the process of falling back to normal states
Solar flares: Solar flares are abrupt and violent explosions that take place in complex sunspot groups
Solar physics: This is the study of the dynamics and structure of the sun’s interior and the properties of
the solar corona
Space geodesy: Space geodesy studies from space the shape of the Earth, its internal structure, its
rotational motion and the geographical variations in its gravitational field
Space gradiometery: Space gradiometery is used for mapping fine variations in the Earth’s gravitational
potential by measuring the gradient of the gravitational field (in all three directions) on a single satellite
Sunspots: Sunspots are dark, cool areas on the photosphere, which always appear in pairs through which
intense magnetic fields break through the sun’s surface



14
Military Satellites

Military systems of today rely heavily on the use of satellites both during war as well as peace-
time. Military satellites provide a wide range of services including communication services,
gathering intelligence data, weather forecasting, early warning, providing navigation informa-
tion and timing data and so on. Military satellites have been launched in large numbers by
many developed countries of the world, but more so by the USA and Russia.

In the last five chapters, mainly civilian applications of satellites have been discussed. In this
chapter deliberation will be given to various facets of military satellites related to their devel-
opment and application potential. The chapter begins with an overview of military satellites,
followed by a description of various types of military satellites.

14.1 Military Satellites – An Overview

Military satellites are considered as ‘Force Multipliers’ as they form the backbone of most of
the modern military operations. They facilitate rapid collection, transmission and dissemina-
tion of information, which is a major requisite in modern-day military systems. Space-based
systems offer features like global coverage, high readiness, non-intrusive forward presence,
rapid responsiveness and inherent flexibility. These features enable them to provide real-time
or near real-time support for military operations in peacetime, crisis and throughout the entire
spectrum of the conflict. They are also very useful during the planning phase of military opera-
tions as they provide information on enemy order of the battle, precise geographical references
and threat locations.

The application sphere of military satellites extends from providing communication services
to gathering intelligence imagery data, from weather forecasting to early warning applications,
from providing navigation information to providing timing data. They have become an integral
component of military planning of various developed countries, more so of USA and Russia.
As a matter of fact, the USA has the maximum number of military satellites in space, even
more than the rest of the world put together. The USA used the services of military satellites
extensively during its military campaign in Iraq in 2003, against Afghanistan in 2001 and
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Yugoslavia in 1999. In the following paragraphs, the different applications of military satellites
will be discussed.

14.1.1 Applications of Military Satellites

1. Military communication satellites. These satellites link communication centres to the front
line operators.

2. Reconnaissance satellites. Reconnaissance satellites, also known as spy satellites, provide
intelligence information on the military activities of foreign countries. There are basically
four types of reconnaissance satellites:
(a) Image intelligence or IMINT satellites
(b) Signal intelligence or ferret or SIGINT satellites
(c) Early warning satellites
(d) Nuclear explosion detection satellites

3. Military weather forecasting satellites. They provide weather information, which is very
useful in planning military operations.

4. Military navigation satellites. Navigation systems pinpoint the exact location of soldiers,
military aircraft, military vehicles, etc. They are also used to guide a new generation of
missiles to their targets.

5. Space weapons. They are weapons that travel through space to strike their intended target.

14.2 Military Communication Satellites

Satellite communication has been a vital part of the military systems of the USA and Russia.
These satellites provide reliable, continuous, interoperable, mobile, secure and robust commu-
nication services between the various military units and between these units and the command
centres. They help streamline military command and control and ensure information superiority
in the battlefield. Services provided by these satellites include:

1. Reliable networks

(a) Secured network of voice and broadband data services for command and control
(b) Secured telephony backbone services for remote locations and wide area networking

for data applications

2. Field services

(a) Voice, data, broadband and video services between military forces in the deployment
areas and headquarters

3. Terrestrial back-up

(a) Back-up communication services for disaster areas where the existing infrastructure is
damaged

(b) Back-up technical coordination links for critical locations

4. Air traffic control
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(a) Secure and reliable communication among control towers as well as relaying informa-
tion between pilots and towers

5. Video conferencing and tele-medicine network

(a) Secure broadband communication between field medical crews and major hospitals
(b) Full support of file transfers (X-ray, medical files) and video conferencing equipment

for virtual meetings

6. Border control and custom network

(a) Secure global communication services for surveillance operation inside and outside the
country

(b) Full support of captured surveillance video images

Military communication satellite systems serve a large number of users, ranging from those
who have medium to high rate data needs using large stationary ground terminals to those
requiring low to medium data rate services using small, mobile terminals and to those users
who require extremely secure communication services. Each of these user groups has different
requirements and is characterized by their own satellite and Earth terminal designs. Depend-
ing upon the intended user group, military communication satellite systems can be further
subcategorized as:

1. Wideband satellite systems
2. Tactical satellite systems
3. Protected satellite systems

Wideband satellite systems provide point-to-point or networked moderate to high data rate
communication services at distances varying from in-theater to inter-continental distances.
Typical data rates for these systems are greater than 64 kbps. Users of the wideband segment
primarily have fixed and mobile transportable land-based terminals with a few terminals on
large ships and aircraft.

Tactical satellite systems are used for communication with small mobile land-borne, air-
borne and ship-borne tactical terminals. Such systems offer low to moderate data rate services
at distances ranging from in-theater to trans-oceanic. Tactical satellites employ high power
transmitters as they communicate with small terminals.

Protected satellite systems provide communication services to mobile users on ships, aircraft
and land vehicles. These systems require an extremely protected link against physical, nuclear
and electronic threats. They generally offer low to moderate data rate services.

14.3 Development of Military Communication Satellite Systems

Since the development of the first military communication satellite system in the late 1960s,
satellite technology has made unprecedented progress in this field. Military satellites of today
are far more advanced in terms of transmission capability, robustness, anti-jamming capability
and so on as compared to their predecessors. Earlier only the USA and Russia had these systems
but now many other countries including Israel, France, UK, etc., have developed their own
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military satellite communication systems. In this section, the evolution process of military
communication satellites will be discussed.

The first military communication satellite systems were developed by the USA in the 1960s.
The systems developed initially were experimental in nature and demonstrated the feasibility
of employing satellites for military communication applications. They also provided the ba-
sic experience required for the development of sophisticated systems meeting all the stringent
military requirements, whether it is the anti-jamming feature or the reliability and the maintain-
ability aspect and so on. The experimental systems included SCORE (Signal communication
by orbiting relay equipment) Courier (Figure 14.1), Advent, LES (Lincoln experimental satel-
lites) and West Ford satellites.

Figure 14.1 Courier satellite (Courtesy: US Army)

The first operational military satellite communication system was developed by the USA in
the late 1960s. It was named the Initial defense communications satellite program (IDCSP).
A total of 28 satellites were launched under the program, in a period of three years from 1966
to 1968. Each satellite had a single repeater with a capacity of around 10 voice circuits or a
1 Mbps data communication rate. The system was used during the Vietnam war in 1967 to
transmit data from Vietnam to Hawaii through one satellite and on to Washington DC through
another. The complete system was declared operational in the year 1968 and its name changed
to the Initial defense satellite communication system (IDSCS). IDSCS was a wideband system
used for strategic communication applications between fixed and transportable ground stations
and large ship-borne equipment, all having large antennae.

In the 1970s and 1980s, only USA and Russia had military communication satellites. How-
ever, today many other developed countries of the world like the UK, France, Italy, Israel,
China, etc., have such systems. In the following paragraphs, the military satellites developed
by various nations are discussed.

14.3.1 American Systems

MILSATCOM (Military satellite communications) architecture was proposed by USA in the
year 1976 to guide the development of the military communication satellite systems in the
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country. Three types of military systems were proposed to be developed under this architec-
ture, namely the wideband systems, mobile and tactical systems (or narrowband systems) and
protected systems (or nuclear capable systems). The wideband systems developed were the
Defense satellite communication systems (DSCS-II and III) and the Global broadcast service
(GBS) payload on the UHF follow-on (UFO) satellite.

Systems developed under the category of the mobile and tactical segment include the Fleet
satellite communication system, the LEASAT (Leased satellite) program and the UFO program.
Satellites developed under the category of protected systems include the MILSTAR (Military
strategic and tactical relay satellite) system, Air force satellite communication (AFSATCOM)
and the Extremely high frequency (EHF) payloads. Figure 14.2 shows the satellites in the three
types of systems.

Figure 14.2 MILSATCOM architecture (Reproduced by permission of The Aerospace Corporation)

14.3.1.1 Wideband Systems

IDCSP satellites mentioned above represented phase I of the Defence satellite communication
system (DSCS) program. Phase II of the program, named DSCS-II, began with the launch of
six satellites launched in pairs, with the first pair launched in the year 1971. These satellites
suffered some major technical problems and hence failed to operate after one or two years of
their launch. Certain modifications were made in the next launches in order to remove these
problems. By the year 1989, a total of 16 satellites were launched. The DSCS-II constellation
comprised at least four active and two spare satellites. DSCS-II satellites offered increased
capability over DSCS-I satellites and also had longer lifetimes.

The DSCS programme was initially developed to provide long distance communication
services between major military locations. However, by the 1990s, DSCS satellites served a
large number of small, transportable and ship-borne terminals. DSCS-III (Figure 14.3) satellites
were developed to operate in this diverse environment. They had increased communication
capacity, particularly for mobile terminal users, and improved survivability. The first DSCS-
III satellite was launched in the year 1982. A total of 14 satellites have been launched to date.
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Figure 14.3 DSCS-III Satellite (Reproduced by permission of Lockheed Martin)

The DSCS-III satellite system has a constellation of five operational satellites providing the
required coverage.

The Global broadcast service (GBS) is another part of MILSATCOM’s wideband architec-
ture. It provides a high data rate intelligence, imagery, map, video and data communication
services to tactical forces using small portable terminals. The GBS was planned to be devel-
oped in three phases. Phase I employed six Ku band transponders on a commercial satellite and
a limited number of commercial receive terminals. Phase II employs four GBS transponders
operating in the Ka band on the UFO-8, 9 and 10 satellites. Phase III will provide a global
coverage GBS system on advanced wideband satellites.

The Wideband gapfiller satellite program (Figure 14.4) will supplement the military X-band
communications capability currently provided by the DSCS satellite system and the military Ka
band capability of the GBS. In addition, the programme will include a high capacity two-way
Ka band capability to support mobile and tactical personnel. This programme will be succeeded
by the Advanced wideband system, which is in the planning stages.

Figure 14.4 Wideband gapfiller satellite



Development of Military Communication Satellite Systems 609

14.3.1.2 Mobile and Tactical Systems

Developmental testing of tactical communication satellite systems began in the late 1960s with
the launch of the Lincoln experiment satellites LES-5 and -6 and the tactical communications
satellite named TACSAT-I. All the three satellites operated in the UHF and SHF frequency
bands. These satellites tested the feasibility of supporting small, mobile antenna users. The
Fleet satellite communication (FLTSATCOM) system was the USA’s first operational military
satellite system for tactical users. A total of five FLTSATCOM satellites were launched in a
span of three years, between 1978 and 1981.

The FLTSATCOM system was followed by the Leasat satellite system (Figure 14.5). The
first operational Leasat satellite was launched in the year 1984. Leasat satellites operated in
the UHF band. Five satellites were launched in the Leasat system in a span of six years. These
satellites primarily served the US navy, air force, ground forces and mobile users. Leasat
satellites have been replaced by UFO satellites. Four blocks of UFO satellites were launched
in a span of ten years from 1993 to 2003, namely the Block-I, II, III and IV satellites. Block-
I and III comprised three satellites each, while Block-II and IV had four and one satellite
respectively. UFO satellites support the global communications network of the US navy and
a variety of other US fixed and mobile military terminals. They are compatible with ground-
and sea-based terminals already in service. Figure 14.6 shows the photograph of the Block-IV
UFO satellite (UFO-II).

Figure 14.5 Leasat satellite [Courtesy: NASA Johnson Space Center (NASA-JSC)]

Figure 14.6 Block-IV UFO (UFO-11) satellite (Reproduced by permission of © The Aerospace
Corporation)
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UFO satellites will be replaced by advanced narrowband systems, that will provide global
narrowband communication services to tactical users. The system will be fully operational by
the year 2013.

14.3.1.3 Protected Satellite Systems

Protected satellite systems serve the nuclear capable forces. These satellites provide global
coverage and have maximum survival capability. Satellites developed under the category of
protected systems include the Milstar System, AFSATCOM programme and the EHF payloads.
The Milstar system was designed to provide increased robustness and flexibility to the users.
The Milstar system includes two Block-I and four Block-II satellites. The Block-I satellites
were launched in the years 1994 and 1995. The first Block-II satellite was lost during launch.
The second one was launched in the year 2001 and the third and fourth satellites were launched
in the years 2002 and 2003 respectively.

Protected satellite systems of the future include the Advanced extremely high frequency
system and the Advanced polar satellite system. The AEHF system (Figure 14.7), also referred
to as the Milstar-3 system, will be fully operational by the year 2010. It will have 12 times
the total throughput as compared to the Milstar-II system in some scenarios. Single-user data
rates will increase to 8 Mbps. The system will also provide a large increase in the number of
spot beams, which will improve user accessibility. The Advanced polar satellite system will
have two satellites in highly inclined Molniya orbits to provide communication services to the
polar regions.

Figure 14.7 Advanced Extremely High Frequency (AEHF) System (Courtesy: Lockheed Martin)

14.3.2 Russian Systems

Military communication satellites developed by Russia include the Parus, Potok (Geizer),
Raduga (Gran), Raduga-1 (Globus), Raduga-1M, Strela-1, Strela-1M, Strela-2, Strela-2M and
Strela-3 series. The Parus satellite system was the first military communication satellite system
of Russia and is currently operational. It was developed to provide location information for
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the Parus navigation system. Parus communication satellites also provide store-and-dump
communication services and relay data for ocean surveillance satellites. A total of 96 Parus
satellites have been launched in a span of 31 years between 1974 and 2005. The last satellite
of the series, Parus-96, was launched in January 2005.

The first satellite of the Raduga system was launched in the year 1976. A total of 34 Raduga
satellites have been launched since then, with the last satellite having been launched in the
year 1999. Raduga-1 satellites are improved versions of Raduga satellites. Eight Raduga-
1 satellites have been launched between the years 1989 and 2009. Raduga-1M satellites are
further improved versions of Raduga-1 satellites. One satellite has been launched in the Raduga-
1M series in the year 2007.

The Potok series, code-named Geizer, were military relay satellites designed to handle
communications between the ground stations and the electro-optical reconnaissance satellite,
Yantar. The first Potok satellite was launched in the year 1982. Ten Potok satellites have been
launched to date, with the last satellite, Potok-10, launched in the year 2000.

The Strela series of satellites are Russian tactical communication satellites. The Strela com-
munication satellite system comprised a constellation of medium orbit store-dump satellites
that provided survivable communications for Soviet military and intelligence forces. Under the
Strela-1 series, 21 experimental satellites were launched in a span of one year, between 1964
and 1965. Strela-1 satellites were followed by Strela-1M satellites. Around 370 Strella-1M
satellites were launched between the years 1970 and 1992.

Five satellites were launched in the Strela-2 series, with the first launch taking place in
the year 1965 and the last launch occurring in 1968. They were followed by the Strela-2M
satellite series. The Strela-2M series comprised 52 satellites. The first Strela-2M satellite was
launched in the year 1970 and the last satellite of the series was launched in the year 1994. All
these satellites represent the first generation of strategic store-dump military communication
satellites of Russia.

Strela-3 satellite system represent the second generation of Russian strategic store-dump
military communication satellites. The operational constellation comprised 12 spacecraft in
two orbital planes, spaced 90◦ apart. The first satellite in the series was deployed in 1985 and
the system was accepted into military service in 1990. In the Strela-3 series, 136 satellites were
launched. The last satellite of the Strela-3 series was launched in the year 2004.

14.3.3 Satellites Launched by other Countries

Many other countries including the UK, Italy, Israel, China and France have launched their
own military communication satellites. The UK operates the Skynet series of satellites. It has
launched 13 satellites during the time period from 1969 to 2008. Italy has launched two commu-
nication satellites named SICRAL-1 and SICRAL-1b in the years 2000 and 2009 respectively.
Israel has launched three and 3 satellites, AMOS-1 (Affordable modular optimized satellite),
-2 (Figure 14.8) and -3 in the GEO orbit in the years 1996, 2003 and 2008 respectively. France
operates the Telecom-1 and -2 series of military communication satellites. The Telecom-1 se-
ries comprises three satellites, namely Telecom-1A, -1B and -1C, launched between 1984 and
1988. Telecom-2 series is an advanced version of Telecom-1 series and comprise four satellites
namely Telecom-2A, -2B, -2C and -2D, launched during the period 1991 to 1996. France has
also launched Syracuse-3A and -3B satellites in the years 2005 and 2006 respectively. It also
plans to launch Syracuse-3C satellite in the near future.
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Figure 14.8 AMOS-2 satellite

China has launched several series of military communication satellites, including the DFH-1
(Dong Fang Hong), DFH-2, DFH-2A, DFH-3 (Figure 14.9), FH-1 (Feng Huo), FH-2, Spacenet-
1, -2, -3, -3R series and ZX-7 (Zhongxing) series.

Figure 14.9 DFH-3 satellite

14.4 Frequency Spectrum Utilized by Military Communication
Satellite Systems

As mentioned in the chapter on satellite communication applications, the bands of interest for
satellite communications lie above 100 MHz, including the VHF, UHF, L, S, C, X, Ku, Ka and
Q bands. Out of these bands, the main bands of interest for military satellite systems are the
X, K, Ka and Q bands. It must be emphasized here that the military communication needs are
fundamentally distinct from those of commercial communications. Military spectrum require-
ments are based on the need for high volume communications with continuous uninterrupted
service during wartime. Table 14.1 lists the various bands used by both commercial and military
satellite systems.

Use of high frequencies (K, Ka and Q bands) helps military satellites achieve a high degree
of survivability during both electronic warfare and physical attack. It also offers advantages like
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Table 14.1 Frequency bands used by commercial and military satellite systems

Segment Band Bandwidth used User Satellites

UHF 200–400 MHz 160 KHz Military FLTSAT, LEASAT
L (1.5–1.6 GHz) 47 MHz Commercial Marisat, Inmarsat

SHF C (6/4 GHz) 200 MHz Commercial Intelsat, DOMSATs, Anik E
X (8/7 GHz) 500 MHz Military DSCS, Skynet and Nato
Ku (14/12 GHz) 500 MHz Commercial Intelsat, DOMSATs, Anik E
Ka (30/20 GHz) 2500 MHz Commercial JCS
Ka (30/20 GHz) 1000 MHz Military DSCS-IV

EHF Q (44/20 GHz) 3500 MHz Military Milstar
V (64/59 GHz) 5000 MHz Military Crosslinks

reliable communication services in the nuclear environment, minimal susceptibility to enemy
jamming and eavesdropping, and the ability to achieve smaller secure beams with modest-sized
antennas. The military communication satellites of the USA operate in three main operational
frequency segments, namely the UHF, SHF and EHF segments. The frequency band of interest
in the UHF segment is the 200–400 MHz band. The X band (8/7 GHz) and Ka band (30/20 GHz)
in the SHF segment and the Q band (44/20 GHz) in the EHF segment are also used extensively
for these applications. Mobile and tactical military communication satellite systems operate in
the UHF band (200–400 MHz). Wideband satellite systems operate in the X band (8/7 GHz) and
the Ka band (30/20 GHz). Protected satellite systems operate in the EHF spectrum (44/20 GHz).

Russian military communication satellites mainly include the Raduga and the Strela series.
The Raduga satellites operate in the C band (6.2/3.875 GHz).

14.5 Dual-use Military Communication Satellite Systems

Communication satellites intended for military applications are quite different from their civil-
ian counterparts. They have better protection against jamming, better flexibility to rapidly
extend services to new regions of the globe and to reallocate system capability as needed.
Moreover, they employ better encryption techniques, enhanced TTC&M (Tracking, telemetry
command and monitoring) security, hardening against radiation and so on. They use special
frequencies for transmitting the signals. Because of these unique design features, they cost as
much as three times as compared to their equivalent civilian counterpart satellites. Due to the
high costs of military communication satellites, commercial satellite systems have also been
used for non-strategic and non-tactical military applications.

Since the mid-1990s, many commercial civilian communication satellites are being used
for military services of non-tactical nature. These satellites are used for providing radio and
television services to the armed forces, telephone or other services that allow the overseas
forces to talk to their relatives and many other services which do not require any special
security protection. Keeping in mind their possible military usage, commercial communication
satellite systems have adapted to this situation in terms of capacity availability, flexibility of
geographical coverage and various types of security and encryption requirements. Digital video
broadcast (DVB) services have also been developed to meet the military requirements.
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14.6 Reconnaisance Satellites

Reconnaissance satellites, also known as spy satellites, provide intelligence information on
the military activities of foreign countries. They can also detect missile launches or nuclear
explosions in space. These satellites can catch and record radio and radar transmissions while
passing over any country. Reconnaissance satellites can be further subcategorized into the
following four types, depending upon their applications:

1. Image intelligence (IMINT) or photosurveillance satellites
2. Signal intelligence (SIGINT) or ferret satellites
3. Early warning satellites
4. Nuclear explosion detection satellites

IMINT and SIGINT satellites are collectively referred to as surveillance satellites.

14.6.1 Image Intelligence or IMINT Satellites

Image intelligence satellites provide detailed high resolution images and maps of geographical
areas, military installations and activities, troop positions and other places of military interest.
These satellites constitute the largest category of military satellites. They are generally placed in
low, near-polar orbits at altitudes of 500–3000 km as they take high resolution close-up images.
The resolution of images provided by these satellites is of the order of a few centimetres. Due
to large atmospheric drag at these altitudes, image intelligence satellites generally have small
lifetimes of the order of a few weeks. These satellites were widely used by the USA during
operation Desert Storm in 1992. They provided warning of the Iraqi invasion of Kuwait nearly
a week before it occurred, including both the timing and the magnitude of the assault. It should
be mentioned here that some high resolution non-military Earth observation satellites have
also been used for military applications. These include the ORBIMAGE-4 (Orbital imaging
corporation) and the QuickBird series of satellites.

IMINT satellites can be classified as close-look IMINT satellites and area survey IMINT
satellites, depending upon their mode of operation. Close-look IMINT satellites provide high
resolution photographs that are returned to Earth via a re-entry capsule, whereas area survey
IMINT satellites provide lower resolution photographs that are transmitted to Earth via radio.
Recently launched IMINT satellites have the capability to take both close-look images as well
as area images.

IMINT satellites can also be classified into the following three types depending upon their
wavelength band of operation:

1. PHOTOINT or optical imaging satellites
2. Electro-optical imaging satellites
3. Radar imaging satellites

14.6.1.1 PHOTOINT or Optical Imaging Satellites

These satellites have visible light sensors that detect missile launches and take images of enemy
weapons on the Earth’s surface. These satellites can either be film-based or television-based.
Film-based systems employ a film for recording the images and were the first type of systems
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to be used by reconnaissance satellites. They are no longer in use now. The system comprised
two parts: the camera and the recovery capsule. In this case, after the pictures were taken, the
film would spool-up in the return capsule. The capsule was released from the orbiting satellite
once it had taken all the pictures. The capsule was then recovered in the Earth’s atmosphere
by an aircraft. The whole process of film retrieval took around one to three days. The image
was then processed and analysed. Due to this time lag, they were used for strategic planning
rather than in tactical combat situations. Moreover, these images could not be taken in cloudy
conditions or in darkness and are susceptible to camouflaging. Figure 14.10 shows the operation
of film-based PHOTOINT satellites.

Figure 14.10 Operation of the film-based PHOTOINT satellites

Another type of PHOTOINT satellite system are the television-based systems that take
pictures in the conventional manner. After the images are taken, the film is scanned for electronic
retransmission back to Earth. Due to the complexities involved, the system was phased out
rather quickly. Some of the famous PHOTOINT satellites include the USA’s KH-1 (KeyHole),
KH-2, KH-3, KH-4, KH-4A, KH-4B, KH-5, KH-6, KH-7, KH-8 and KH-9 satellites and
Russian Araks, Orlets, Yantar and Zenit series.

14.6.1.2 Electro-optical Imaging Satellites

Electro-optical imaging satellites provide full-spectrum photographic images in the visible
and the IR bands. They use CCD cameras to take images. The CCD camera assigns different
digital number values to represent varying light levels in the image. Digital enhancement
techniques are used to further sharpen the images and remove the background noise. The
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digital information is then transmitted to the ground station via electronic communication
links and the image is then ‘reassembled’ by the ground station computer. Electro-optical
imaging satellites are able to image heat sources during the night but not objects having
normal temperatures. Moreover, they do not work in cloudy conditions and are only slightly
less susceptible to camouflaging as compared to the PHOTOINT satellites. The USA’s KH-11
and KH-12 satellites and Russian Yantar-4KS1 and 4KS2 satellites are examples of electro-
optical imaging satellites.

14.6.1.3 Radar Imaging Satellites

Both the PHOTOINT and the electro-optical imaging satellites were unable to take images
under cloudy conditions. Radar imaging satellites overcome this problem. However, their res-
olution is poor when compared with the PHOTOINT and the electro-optical imaging satellites.
Moreover, they suffer from the problem of ‘backscatter noise’ and are susceptible to active
jamming.

These satellites mostly employ synthetic aperture radar (SAR) to take images in the mi-
crowave band. Here, microwave pulses are transmitted towards the Earth’s surface by SAR.
These pulses penetrate the cloud cover and hit the various objects on the Earth’s surface. Taking
into consideration the time taken by the reflected pulses to reach the satellite and the signal
strength of the return beam, images are created. Different digital numbers are assigned to var-
ious light levels and then this information is transmitted electronically to Earth in the same
manner as that for the electro-optical satellites. Other radar-based technologies employed by
these satellites include the Doppler radar technology and the GMTI (Ground moving target
indication) radar. Doppler radar technology is used to spot the movement of ships and aircraft
and GMTI radar is useful for detecting ground movement of vehicles. Some of the radar imag-
ing satellites include the USA’s Lacrosse, Quill and Indigo satellites and Russian Almaz series
of satellites.

After briefly introducing the types of IMINT satellites, the development of these satellites
will be discussed in the following section.

14.6.1.4 Development of IMINT Satellites

The first IMINT satellites were launched by the USA followed by the erstwhile Soviet Union.
IMINT satellites launched initially belonged to the PHOTOINT category. The first PHO-
TOINT satellite systems were the Discoverer and the Satellite and missile observation system
(SAMOS) of the USA. Discoverer satellites circled the Earth in polar orbits. They used pho-
tographic films that were returned to Earth through a re-entry capsule. The first Discoverer
satellite was launched in the year 1959. There were 38 public launches of the satellites under
the program. Discoverer-14 satellite, launched on 18 August 1960, was the first satellite to
successfully return film from orbit. This satellite marked the beginning of the age of satellite
reconnaissance. The Discoverer programme officially ended in the year 1962 with the launch of
Discoverer-38 satellite. However, the programme continued under the secret code name Corona
until the year 1972, carrying out a total of 148 launches. Corona’s major accomplishment was
to provide photographs of missile launch complexes of the Soviet Union. It also identified the
Plesetsk missile test range of Soviet Union and provided information on the types of missiles



Reconnaisance Satellites 617

being developed, tested and deployed by Soviet Union. The SAMOS programme launched
heavier payloads to collect photographic and electromagnetic reconnaissance data, which was
transmitted electronically back to Earth.

The National reconnaissance office (NRO) was formed in the year 1961 to design, build,
operate and manage the US reconnaissance satellites. Even today, it manages and operates
all the reconnaissance satellites launched by the USA. The Corona programme lasted for 13
years and comprised four satellite generations named KH-1, KH-2, KH-3 and KH-4. The KH-4
family of satellites was further classified as KH-4, KH-4A and KH-4B. The KH (Key Hole)
designation is used to refer to all photographic American reconnaissance satellites. The KH-1
satellites are sometimes referred to as the USA’s first ‘spy’ satellites. The satellites launched
initially had a resolution of the order of 10 m and a lifetime of around a week, which was later
improved to 3 m and 19 days respectively in the KH-4B series.

The SAMOS and the Corona programmes were the first generation of IMINT satellites
that returned high resolution images to Earth using re-entry capsules. Other first generation
satellites included the Argon and the Lanyard series of satellites. Argon was the code name
given to the KH-5 satellites, designed for large scale mapmaking. Lanyard satellites, or the
KH-6 satellites, were used for gathering important intelligence information. Twelve satellites
were launched in the KH-5 series and three satellites were launched in the KH-6 series. The
KH-6 series was followed by KH-7, KH-8 and KH-9 series. All the satellites from KH-1 to
KH-9 were film-based ‘close-look PHOTOINT’ satellites that returned high resolution images
to Earth using small re-entry capsules and were part of the KeyHole (KH) series of satellites.
They orbited in low Earth orbits at an altitude of around 200 km. Around 150 satellites were
launched in the KH-1 to KH-9 series during the period 1960 to 1972.

The use of PHOTOINT satellites employing return capsules was discontinued in the early
1980s. Satellites that took wide-area images were advanced versions of IMINT satellites and
transmitted images back to Earth via an electronic telemetry link. These satellites were referred
to as the ‘electro-optical’ imaging satellites. The first electro-optical imaging satellite series was
KH-11 series, code named Crystal/ Kennan. The first satellite under this series was launched in
December 1976. Nine satellites were launched under the series in a span of 12 years from 1976
to 1988. KH-11 satellites orbited in higher orbits compared to their predecessors. They had the
capability to take visible, near-IR and thermal-IR images. The KH-11 series was followed by
Advanced KeyHole or KH-12 series of satellites. Four satellites have been launched under this
series, from 1992 to 2001. KH-12 satellites provided real time images in the visible, near-IR
and thermal-IR bands.

The Russian IMINT satellites include the Zenit series, Yantar series, Orlets-1 and -2 and
Araks series. The Zenit series comprised Zenit-2, -2M, -4, -4MKT, -4MT, -64 and -8 series of
satellites. The Zenit-2 series was the first to be launched, with 21 Zenit-2 satellites launched
in a span of 30 years from 1961 to 1990. These satellites were film-based low resolution
photo-intelligence satellites. Satellites in other Zenit series were high resolution film-based
satellites.

The Yantar series comprised the Yantar-1K, -2K, -4K1, -4K2, -4KS2 and -4KS2M series of
satellites. Yantar-1K, -2K, -4K1 and -4K2 series of satellites comprised film-based photointel-
ligence satellites whereas Yantar-4KS2 and -4KS2M were electro-optical imaging satellites.
Orlets-1 and -2 were also film-based reconnaissance satellites. Eight satellites in the Orlets-1 se-
ries and two in the Orlets-2 series have been launched. Araks is the most recent reconnaissance
satellite series having a resolution of 2–10 m. Two satellites have been launched in the series.
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The development of radar-based reconnaissance satellites started in the 1970s. Quill was the
first radar based reconnaissance satellite. It was launched by the USA in the year 1964. It was
followed by the Indigo satellite launched in the year 1976. The most important radar-based
intelligence satellite project was an American project named Lacrosse, whose first satellite
was launched in the year 1988. It is an active radar imaging satellite system using synthetic
aperture radar for observing tactical and strategic military targets. It also uses GMTI radar.
The Lacrosse constellation comprises two operational satellites orbiting in low Earth orbits at
an altitude of around 650 km. Five Lacrosse satellites have been launched, with the last one
launched in April 2005. The erstwhile Soviet Union launched its first radar imaging satellite
series known as the Almaz series in the late 1980s. Three satellites were launched in the series
in a span of five years from 1986 to 1991.

Countries like the UK and Japan have launched their own IMINT satellites. Japan has
launched four electro-optical imaging satellites named IGS (Intelligence gathering satellite)-
Optical-1, -2, -3 and -4V in the years 2003, 2003, 2006 and 2007 respectively. It has also
launched three radar reconnaissance satellites IGS-Radar-1, -2 and -3 in the years 2003, 2003
and 2007 respectively. The UK has also launched its first reconnaissance satellite, TopSat-1
(Topographic satellite), in the year 2005. TopSat-1 is a photo-imaging satellite. Israel has
Ofeq-3, -4, -5 and -6 optical imaging satellites. These satellites orbit in unusual retrograde
orbits.

Helios is an European optical reconnaissance satellite system funded by France, Italy and
Spain. It comprises the Helios-1 and -2 series each having two satellites, namely Helios-1A,
-1B, -2A and -2B respectively. Helios-1A, -1B and -2A were launched in 1995, 1999 and
2004 respectively, while Helios-2B is slated for launch in the near future. China has launched
several optical reconnaissance satellites since the 1970s. It has launched the FSW-0 (Fanhui
Shi Weixing), FSW-1, FSW-2 and FSW-3 series of satellites. In addition, it has also launched
high resolution military imaging satellites named ZY-2A, ZY-2B and ZY-2C satellites.

Israel has launched its radar-based reconnaissance satellite named TechSAR. Other technol-
ogy demonstrator satellites named Ofeq-1 and -2 were launched in 1988 and 1990 respectively.
Ofeq-3, -5 and -7 satellites are spy satellites of Israel. It plans to launch Ofeq 8 satellite in
2010. Germany has launched a radar reconnaissance satellite SAR-Lupe. It is the first German
military satellite having a resolution better than 1 m.

14.7 SIGINT Satellites

Signal intelligence or SIGINT satellites detect transmissions from broadcast communication
and non-communication systems such as radar, radio and other electronic systems. These satel-
lites intercept and decrypt government, military and diplomatic communications transmitted by
radio, intercept ESM signals, receive telemetry signals during ballistic missile tests and relay
radio messages from CIA agents in foreign countries. These satellites are essentially super-
sophisticated radio receivers that can capture radio and microwave transmissions emitted from
any country and send them to sophisticated ground stations equipped with supercomputers for
analysis. SIGINT is considered to be the most sensitive and important form of intelligence.
These satellites provided one of the first warnings of the possibility of an Iraqi invasion of
Kuwait. SIGINT satellites, however, are not capable of intercepting landline communications.

SIGINT satellites need to intercept radio communications over a very large frequency range,
typically from 100 MHz to 25 GHz. It is difficult to cover this wide frequency range in one
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satellite, hence different types of SIGINT satellites operating in different parts of the radio
frequency spectrum are operated simultaneously. The USA employs Rhyolite, Chalet, Vor-
tex and Aquacade satellites, all operating in different parts of the radio frequency spectrum.
Intercepted radio data are transmitted to Earth on a 24 GHz downlink using a narrow-beam
antenna.

The main missions carried out by these satellites are outlined below:

1. Interception and decryption of governmental, military and diplomatic communications
transmitted by radio

2. Interception of ESM (electronic support measure) signals that characterize the operating
modes of the higher command organizations, installations of air defence, missile forces and
also the combat readiness of foreign armed forces

3. Reception of telemetry signals during ballistic missile tests
4. Relay of radio messages from CIA agents in foreign countries

SIGINT satellites can be further categorized as communication intelligence (COMINT) or
electronic intelligence (ELINT) satellites depending upon their intended function.

COMINT or communication intelligence satellites perform covert interception of foreign
communications in order to determine the content of these messages. As most of these messages
are encrypted, they use various computer-processing techniques to decrypt the messages. The
information collected is used to obtain sensitive data concerning individuals, government, trade
and international organizations. COMINT satellites of today collect economic intelligence
information and information about scientific and technical developments, narcotics trafficking,
money laundering, terrorism and organized crime.

ELINT or electronic intelligence satellites are used for the analysis of non-communication
electronic transmissions. This includes telemetry from missile tests (TELINT) or radar trans-
mitters (RADINT). The most common ELINT satellites are designed to receive radio and radar
emanations of ships at sea, mobile air defence radar, fixed strategic early warning radar and
other vital military components for the purpose of identification, location and signal analysis.

14.7.1 Development of SIGINT Satellites

The USA and Russia have the largest number of SIGINT satellites. However, some other
countries like France and China have also developed their own SIGINT satellite systems.

14.7.1.1 USA Satellites

The first SIGINT satellites were launched by the USA in the early 1960s. These satellites
orbited in LEO orbits. The limited and intermittent operation of these satellites suggested that
for continuous monitoring and interception of communication channels, these satellites need
to be placed at higher altitudes. In addition, satellites orbiting at higher attitudes are able to
carry out both COMINT and ELINT operations.

The USA developed SIGINT satellites called ‘Jumpseat’ in the 1970s to be placed in the Mol-
niya orbit. The basic task of these satellites was to intercept radio communications transmitted
by communications satellites of the erstwhile Soviet Union orbiting in Molniya orbit. From
1971 to 1987, seven Jumpseat satellites were launched. Another series of satellites launched in
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the Molniya orbit was the Trumpet series. Three satellites were launched in the series in a span
of three years from 1994 to 1997. The USA launched another series of satellites named Spook
Bird series, beginning in 1968, for radio interception from satellites of erstwhile Soviet Union
orbiting in the geosynchronous orbit. Spook Bird satellites were launched in quasi-stationary or-
bits having an inclination of 3◦ to 10◦, apogee distances of 39 000 km to 42 000 km and perigee
distances of 30 000 km to 33 000 km. Spook Bird satellite move in a complex elliptical trajec-
tory, enabling them to view broad regions. After two experimental launches, production models
of these satellites, named Rhyolite, were launched. Rhyolite constellation consisted of four
operational satellites intercepting signals in the lower frequency UHF and VHF bands. They
carried out a wide variety of missions in intercepting microwave communication transmissions
and missile telemetry data from erstwhile Soviet Union and China. Four Rhyolite satellites
were launched between 1970 and 1978. These satellites were latter renamed Aquacade.

Another SIGINT satellite series developed by the USA during the 1970s was named Chalet.
The first satellite of the series was launched in 1978 to intercept conversations carried on UHF
radio links. The name of Chalet satellites was changed to Vortex in 1981. Six satellites were
launched between 1978 and 1989. Vortex satellites (Figure 14.11) were a modernized versions
of Chalet satellites with better onboard equipment for the purpose of expanding the range
of interceptable radio frequencies in the direction of the centimetric band. Mercury satellites
(Advanced Vortex sattelites), successor to the Chalet/Vortex satellites, are used to pinpoint
radar locations. These satellites are in the GEO orbits as opposed to quasi-stationary orbits of
Chalet/Vortex satellites. Three satellites were launched in this series in the years 1994, 1996
and 1998.

Figure 14.11 Vortex satellite

Magnum/Orion satellites were deployed at the end of the 1980s to replace Rhyolite series
of satellites as they reached the end of their operating lifetimes. Targets for these satellites
include telemetry, VHF radio, cellular mobile phones, paging signals and mobile data links.
Two Magnum satellites were launched, one in the year 1985 and the other in the year 1989. The
Magnum series of satellites were replaced by the Mentor satellites. Four Mentor satellites were
launched in a span of 14 years between 1995 and 2009. The USA had six to eight operational
SIGINT satellites during the 1980s and l990s. The frequency of launches of SIGINT satellites
dropped in the beginning of the l990s.
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The first space-based ELINT system of the USA was named GRAB (Galactic radiation
and background). A total of five GRAB satellites were launched between 1960 and 1962.
A primary ELINT programme named ‘White Cloud’ is a satellite constellation that is the
US Navy’s principal means of over-the-horizon reconnaissance and target designation for its
weapons systems.

14.7.1.2 Russian Satellites

The first SIGINT satellite launched by the erstwhile Soviet Union was an ELINT satellite
named Cosmos 189, launched in the year 1967. Until now, more than 200 SIGINT satellites
have been launched under the Tselina satellite system (Figure 14.12). It basically comprised
the low-sensitivity Tselina-O satellites and the high-sensitivity Tselina-D satellites. Tesleina-O
and -D satellites represent the first generation of Russian ELINT satellites. Tselina-2, Tselina-
OK and Tselina-R represent the second generation of Tselina satellite system. The Tselina
satellites detected and located the source of radio transmissions as well as determined the type,
characteristics and performance modes of their targets.

Figure 14.12 Tselina satellite

14.7.1.3 Other Countries

France has launched several SIGINT satellites. The first SIGINT satellite of France was the
Cerise satellite launched in the year 1995. It was a technology demonstrator satellite. It was
followed by the Clementine satellite launched in the year 1999 and the Essaim series of satel-
lites. Essaim is a system of four microsatellites that analyses the electromagnetic environment
of the Earth’s surface. All four Essaim satellites were launched in the year 2004. China has
also launched SIGINT satellites, named the JSSW (Ji Shu Shiyan Weixing) series of satellites,
comprising six satellites launched between 1973 and 1976.

14.8 Early Warning Satellites

Early warning satellites constitute a significant part of military systems. They provide timely
information on the launch of missiles, military aircraft and nuclear explosions by the enemy to
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military commanders on the ground. This information enables them to ensure treaty compli-
ance as well as provide an early warning of missile attack for appropriate action. Space-based
infrared satellite systems are also being developed, which could track ballistic missiles through-
out their trajectory and provide the earliest possible trajectory estimates to the command centre.
In other words, these satellites would provide the earliest information of the start of a major
missile attack and will be used to track long term patterns of space programmes of foreign
countries.

Early warning (EW) satellites constitute an important part of the missile defence program of
USA, which aims to intercept and destroy missiles by shooting them down before they hit the
target. EW satellites detect the launch of the missile, track the initial trajectory of the missile
and relay this information to a missile defence command centre on the ground.

The USA and Russia have developed extensive early warning satellite systems. In the fol-
lowing paragraphs, these systems will be discussed briefly.

14.8.1 Major Early Warning Satellite Programmes

The first early warning satellite system developed by the USA was the MIDAS system. It
employed 24 satellites in low Earth orbits for detecting the launch of inter-continental ballistic
missiles (ICBM) by Russia. However, the MIDAS programme was not very successful. The
attention then shifted to launching early warning satellites in GEO orbits, as only four GEO
satellites would be required for global coverage. The first geostationary early warning satellite
system was the Defence support program (DSP) of USA. DSP satellites detected the launch of
intercontinental and submarine launched ballistic missiles, using IR and optical sensors. They
also provided information on nuclear explosions. Over 19 DSP satellites (Figure 14.13) have
been launched during 1970 to 1984. During the Persian Gulf War, DSP satellites provided
effective warning of the launch of Scud missiles by Iraq.

Figure 14.13 DSP satellite (Courtesy: US Air Force)

The Space-based infrared system (SBIRS) is intended to be the next-generation missile warn-
ing and tracking system. It will replace the DSP satellite system. The system (Figure 14.14)
comprises a constellation of 24 satellites orbiting in three types of orbits, namely the GEO,
HEO and LEO orbits. The constellation will have four satellites in the GEO orbit, two satellites
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Figure 14.14 SBIRS architecture

in the HEO orbit and 18 satellites in the LEO orbit. The GEO and HEO satellites constitute the
SBIRS–high component (Figure 14.15) and the LEO satellites form the SBIRS–low compo-
nent. The SBIRS–low component has been renamed Space tracking and surveillance system
(STSS). SBIRS system is a part of the National missile defence (NMD) programme of the
USA. SBIRS–high satellites are three-axis stabilized satellites and their sensors monitor the
ground continuously, thereby providing much more accurate data. They will replace the DSP
satellites. STSS will track missiles as they fly above the horizon, offering much more accurate
information on their trajectories. Such information is necessary for an effective anti-ballistic
missile defence.

Figure 14.15 SBIRS-High component (Reproduced by permission of Lockheed–Martin)
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The first early warning satellite launched by the erstwhile Soviet Union was a test satellite
launched in the year 1972. The first operational early warning satellite was launched five years
later in 1977. These satellites, named Prognoz, orbited in Molniya orbits. This orbit enabled
the satellite sensors to view the missiles against the cold background of space rather than the
warm background of Earth. However, nine satellites were required to make the constellation
fully operational. The Soviet Union government was unable to maintain the system and in the
1990s only half of the constellation was working. In the mid-1980s Soviet Union launched
geostationary early warning satellites named Oko satellites, but they were not very success-
ful. France has launched its early warning satellite programme named SPIRALE (Système
Préparatoire Infrarouge pour alerte, or Preparatory System for IR Early Warning), comprising
two satellites, SPIRALE-A and -B, to detect ballistic missiles in their boost phase.

14.9 Nuclear Explosion Satellites

Vela satellites were developed by the USA to detect nuclear explosions on Earth and in space
in order to monitor worldwide compliance with the 1963 nuclear test ban treaty. A total of
12 Vela satellites were launched during the period 1963 to 1970. In the 1970s, the nuclear
explosion detection mission was taken over by the DSP system, and in the late 1980s, by the
GPS system. The programme is now referred to as the Integrated operational nuclear detection
system (IONDS).

Two experimental satellites, namely the Array of low energy X-ray imaging sensors
(ALEXIS) satellite and the Fast on-orbit recording of transient events (FORTÉ) satellite, were
launched by the USA in the years 1993 and 1997 respectively. The ALEXIS satellite sen-
sors provide near real-time information on transient, ultra-soft X-rays. In addition, they also
offer unique astrophysical monitoring capabilities. The FORTÉ satellite features an electro-
magnetic pulse sensor. The sensor provides wideband radio frequency signal detection. The
FORTÉ satellite integrates with related technology to help discriminate between natural (e.g.
lightening) and man-made signals.

14.10 Military Weather Forecasting Satellites

Weather forecasting satellites provide high quality weather information to the operational com-
manders in the battlefield. This helps in effective deployment of weapon systems, protection of
Department of Defence (DoD) resources and for exploits deep in enemy territory. The weather
forecasting satellites provided useful information to the American forces during the Persian
Gulf War.

The Defence meteorological satellite program (DMSP), originally known as the Defense
system applications program (DSAP), is the USA’s military weather satellite programme to
monitor the meteorological, oceanographic and solar-geophysical environment of Earth in
order to support DoD operations. It provides visible and IR cloud cover imagery and other
meteorological, oceanographic, land surface and space environmental data. The first DMSP
satellite was launched in the year 1966. Since then 12 series of DMSP satellites, namely
DMSP-1A, -2A, -3A, -3B, -4A, -4B, -5A, -5B, -5C, -5D1, -5D2 and -5D3 (Figure 14.16), have
been launched. All satellites launched have had tactical (direct readout) as well as strategic
(stored data) capacity. The satellites orbit in near-polar sun-synchronous orbits. The DMSP
constellation comprises a constellation of two active satellites. In December 1972, DMSP data
were declassified and made available to the civil/scientific community.
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Figure 14.16 DMSP-5D3 satellite (Courtesy: NASA)

14.11 Military Navigation Satellites

Satellite navigation systems have proved to be a valuable aid for military forces. Military forces
around the world use these systems for diverse applications including navigation, targeting,
rescue, disaster relief, guidance and facility management both during wartime as well as peace-
time. The main satellite navigation systems operational today are the GPS system of the USA
and the GLONASS system of Russia. The GPS and GLONASS receivers are used by soldiers
and also have been incorporated on aircraft, ground vehicles, ships and spacecraft. It may be
mentioned here that China has launched a constellation of navigation satellites operating in
the GEO orbits. The basic constellation requires three satellites. BD-1 and BD-2 series of
navigation satellites have been launched by China till date. Four satellites have been launched
in BD-1 series namely BD-1A, -1B, -1C and -1D launched in the years 2000, 2000, 2003 and
2007 respectively. BD-2A and -2B satellites have been launched under the BD-2 series in the
years 2007 and 2009 respectively.

Military applications of navigation satellites have been discussed in detail in Chapter 12.

14.12 Space Weapons

Space weapons are categorized as weapons that travel through space to strike their intended
targets. The intended target may be located on the ground, in the air or in space. Space weapons
include anti-satellite weapons that can target the space systems of the adversary from a ground
based, aerial or space borne weapon system and also space based weapon systems that attack
targets on the ground or intercept missiles travelling through space. Space weapons have
been the subject of intense discussion and debate among scientists, technologists, Defence
strategists and policy makers for more than 50 years. It began during pre-cold war days, when
it was triggered by the possibility of bombardment of satellites carrying nuclear weapons.
The second time was during the period that followed the end of the cold war and this time it
involved the possibility of spaced based defence against nuclear missiles. This period witnessed
the Strategic Defence Initiative (SDI) programme of the United States. Today it is again an area
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of focused research and development activity for developed and some developing countries to
offer defence against ballistic missiles, safeguard space assets and project force. In the following
sections we describe the different types of space weapons in terms of the technologies involved,
international status, capabilities, limitations and deployment issues. Some prominent systems
which are briefly discussed in terms of their features and facilities are also discussed in detail
towards the end.

14.12.1 Classification of Space Weapons

Space weapons may be classified on the basis of physical location of the weapon and intended
target as follows. Each of the three above mentioned categories includes both kinetic as well
as directed energy weapons.

1. Space-to-Space weapons
2. Earth-to-Space weapons
3. Space-to-Earth weapons

14.12.1.1 Space-to-Space Weapons

The idea of using space platforms for military purposes has its origin in the cold war era and
was the brain child of the USA and the erstwhile Soviet Union. The Almaz programme of the
then Soviet Union and the MOL programme of the USA exemplify the idea of use of manned
space platforms for carrying out military missions. The Almaz programme of the Soviet Union
comprised a series of military space stations called Orbital piloted stations (OPS). These space
stations were launched under the cover of the Salyut programme as the Soviet authorities
didn’t want to disclose the existence of the top secret Almaz programme. As a consequence,
the Almaz orbital piloted stations OPS-1, OPS-2 and OPS-3 were named Salyut-2, Salyut-3 and
Salyut-5 respectively. Figure 14.17 shows the Almaz manned space station. OPS-1 (Salyut-
2) was launched on 3 April 1973 from Baikonur, but days after the launch an accident left
the spacecraft disabled and depressurized. OPS-2 (Salyut-3) was launched on 25 June 1974.
OPS-2 was also deorbited in January 1975. OPS-3 (Salyut-5) was launched on 22 June 1976.

Figure 14.17 Almaz manned space station
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The space station was visited by two crews during 1976–1977. OPS-3 finally burned up in the
Earth’s atmosphere on 8 August 1977. The next Almaz space station, OPS-4. that promised a
number of upgrades never became a reality. This space station was to be the first space station
to be launched with synthetic aperture radar (SAR) and a manned reusable return vehicle and
there was a plan to replace the Shchit-1 defence gun with Shchit-2 space-to-space cannon.
The space station has remained grounded with the result that OPS-3 remained the last manned
space station under the Almaz programme.

Each of the Almaz space stations was equipped with a reconnaissance payload that comprised
a colossal telescope called Agat-1, an optical sight that permitted the crew to come to a standstill
over a facility and infrared and topographic cameras. The telescope was approximately one
metre in diameter and had a focal length of 6.4 metres. The reconnaissance payload was used
to take images of military installations such as airfields, missile complexes with a resolution
better than 50 cm. The data from the reconnaissance payload could also be relayed to the
ground via a radio link. It appears that the camera films were developed on board. These were
then scanned and transmitted to ground via the link.

In addition to the reconnaissance payload described above, Almaz space stations were also
reported to have been equipped with a 23 mm Nudelman-Rikhter (NR-23) rapid-fire self-
lubricating cannon capable of firing 950 rounds per minute. However, the entire station had to
be reoriented towards the threat in order to aim the gun. It is reported that OPS-2 carried out
a successful test firing on a target satellite.

The Manned orbital laboratory (MOL) was proposed by the United States Air Force and was
initially intended to test the military worthiness of humans in orbit. Figure 14.18 shows the
MOL. The programme was planned as a successor to the cancelled X-20 Dyna-Soar project.
It was thought having a man in loop would facilitate in-orbit repair, target selection and ability

Figure 14.18 Manned Orbital Laboratory (Courtesy: NASA)
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to shoot through cloud cover. The space station was configured around a modified Gemini-B
spacecraft that could be attached to a laboratory vehicle. The space station was planned to be
launched on board the Titan IIIC rocket. The space station was equipped with optical telescope
and gyro stabilized cameras to be operated by astronauts to gather photo intelligence on Soviet
military assets. The programme was launched in December 1963. One mock-up mission was
launched on 3 November 1966. The proposed missions under the MOL programme included
MOL-1 (1 December 1970), MOL-2 (1 June 1971), MOL-3 (1 February 1972), MOL-4 (1
November 1972), MOL-5 (1 August 1973), MOL-6 (1 May 1974) and MOL-7 (1 February
1975). MOL-1 and MOL-2 were proposed as unmanned missions while MOL-3, MOL-4,
MOL-5, MOL-6 and MOL-7 were proposed as manned missions. The mission was cancelled
in June 1969 due to budget constraints and the escalating war in Vietnam. Another reason
for premature closure of the programme was the feeling that the features and facilities of
unmanned spy satellites that followed thereafter met or exceeded the capabilities of manned
MOL missions.

14.12.1.2 Earth-to-Space Weapons

Earth-to-space weapons are anti-satellite weapons that are designed to incapacitate or destroy
satellites intended for strategic military applications. These satellites are mainly in low Earth
orbits. Countries like the United States, Russia and China are believed to have developed and
successfully field tested either kinetic energy or directed energy weapon systems or both for
anti-satellite applications. These weapon systems are both land based as well as mounted on
aerial platforms. These countries in the past have used these weapon systems to destroy their
own satellites that have malfunctioned while in orbit and were rendered useless. Some of these
experiments are briefly mentioned in the following paragraphs.

One such test was conducted by the United States on 13 September 1985 when an anti-
satellite missile ASM-135 was used to destroy US satellite P78-1. P78-1, also known as Sol-
wind, was launched on 24 February 1979 and was of the type of Orbiting solar observatory
(OSO) with a solar oriented sail. The payload comprised of a gamma ray spectrometer, a
high latitude particle spectrometer, a white light spectrograph, an ultraviolet spectrometer, an
aerosol monitor and an X-ray monitor. The satellite was the backbone of coronal research for
more than six years. The satellite was brought down on 13 September 1985 using ASM-135
missile. ASM-135 (Figure 14.19) is an air-launched anti-satellite multi-stage missile that was
first produced in 1984 and had a kinetic energy kill warhead. On 13 September 1985, ASM-
135 was fired from an F-15A aircraft about 200 miles west of Vandenberg Air Force base and
destroyed the Solwind satellite flying at an altitude of 345 miles.

Another test of same type was carried out on 21 February 2008 when the US spy satellite
USA-193 was brought down using the RIM-161 standard missile 3 (RIM-161 SM-3). USA-
193, also called NRO-21, was a US spy satellite launched on 14 December 2006 aboard
Delta-II rocket. The satellite malfunctioned shortly after deployment and was brought down
intentionally on 21 February 2008. The satellite was shot down using RIM-161 SM-3 missile
(Figure 14.20) fired from a US warship near Hawaii. The exact purpose of the satellite was kept
as a closely guarded secret but it is believed that the satellite carried high resolution radar to
generate images for National Reconnaissance Office. RIM-161 is basically a ship borne anti-
ballistic missile that evolved from the well proven SM-2 Block-IV design. Like the Block-IV
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Figure 14.19 ASM-135 anti-satellite missile (Attribution: Lorax)

Figure 14.20 RIM-161 SM-3 missile (Courtesy: US Navy)
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missile, it uses the same booster and a dual thrust rocket motor for the first and second stages. It
also uses the same steering control section and guidance mechanism. The missile is equipped
with a hit-to-kill kinetic energy warhead.

Russia too has been experimenting with the use of land based and aerially delivered anti-
satellite weapons of both kinetic energy and directed energy types. The erstwhile Soviet Union
tested ground based lasers from the 1970s onwards for anti-satellite applications. A number
of US spy satellites were reportedly blinded temporarily during the 1970s and 1980s. The
Terra-3 programme is an example. The Terra-3 complex was a laser testing centre built in the
1970s on the Sary Shagan anti-ballistic missile testing range in Kazakhistan. The complex
was equipped with high power/energy carbon dioxide and ruby lasers for anti-ballistic and
anti-satellite applications. However, the laser energy from these sources was not sufficient for
any anti-ballistic applications. Initial use therefore was limited to anti-satellite applications
primarily to blind sensors. One such experiment was executed on 10 October 1984 when a low
energy laser beam was directed at US space shuttle Challenger (OV-99) causing some of the
on-board equipment to malfunction and also causing discomfort to crew members. The Soviet
Union also researched directed energy weapons under the Fon project from 1976 onwards.
They also started development of air-launched anti-satellite weapons in early 1980s. Modified
MiG-31 Foxhounds were used as the launch platform.

China has also successfully tested the anti-satellite missile, named SC-19, with a kinetic
kill warhead. SC-19 has been reported to be based on a modified DF-21 ballistic missile or
its commercial derivative KT-2. The ASAT missile is guided by an infrared imaging seeker.
The test demonstrated use of a ground platform launched kinetic kill anti-satellite missile to
destroy a near Earth orbit satellite. The satellite was a defunct Chinese weather satellite FY-1C
of Feng yun series and the test was carried out on 11 January 2007 when the satellite in its
polar orbit at 865 km was destroyed by a kinetic kill vehicle travelling with a speed of 8 km/s
in the opposite direction. The missile was launched from a Transporter-erector-launcher (TEL)
vehicle. Figure 14.21 shows the orbital planes of the space debris of the satellite one month
after its disintegration by the Chinese ASAT missile.

Figure 14.21 Orbital planes of the space debris of FY-1C weather satellite (Courtesy: NASA)
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The Strategic Defensive Initiative (SDI) programme of the United States, nicknamed ‘Star
Wars’, proposed by the then US President Ronald Reagan on 23 March 1983 and having the
objective of developing a defensive system to offer protection against enemy inter-continental
ballistic missiles (ICBM) has also given a major boost to the ASAT programmes of the United
States and Russia. The SDI programme is discussed in detail in section 14.13.

While the ASAT projects were adapted for anti-ballistic missile applications; the reverse
was also true. It may be noted that interception of a satellite with a static orbit is a much easier
proposition than intercepting a warhead on a ballistic trajectory. This is mainly due to the low
level of uncertainty encountered in the case of satellite orbits and also due to the availability
of relatively much longer tracking and maneuvering times in an anti-satellite intercept.

14.12.1.3 Space-to-Earth Weapons

In the category of space-to-earth weapons, concepts of orbital weaponry and orbital bombard-
ment have been designed by both the United States and the Soviet Union during the cold war
era. The fractional orbital bombardment weapon system deployed by the Soviet Union during
1968–1983 is one such system. In this system, a nuclear warhead could be placed in a low
Earth orbit and then later at the time of strike deorbited to hit any location on the surface
of the Earth. Presently, there are no known operative orbital weapons. This has been largely
due to the coming into existence of several international treaties prohibiting deployment of
weapons of mass destruction in space. Fractional orbital bombardment system was also phased
out in 1983. However, other weapons like kinetic bombardment weapons do exist as they don’t
violate these treaties.

The Space Based Laser (SBL) programme of the United States is a technology demonstration
programme with the objective of establishing the capability of shooting down a ballistic missile
in its boost phase with a space based high power laser. SBL is aimed at providing global boost-
phase intercept of ballistic missiles. Under the programme, it is proposed to put an experimental
high power laser system into space in 2012 and follow it up with the experiment of shooting
down a missile in 2013. The outcome of this experiment, known as the Integrated Flight
Experiment (IFX), is likely to determine the efficacy of SBL to protect the United States and
its allies from ballistic missile threat as a part of layered defence.

Another space based laser programme aimed at converting solar energy to laser light in
space is the collaborative effort of the Japan aerospace exploration agency (JAXA) and Osaka
University. This space generated laser light could then be transmitted to the Earth to generate
electricity or to power a massive ‘death ray’. It is estimated to put this novel laser system into
space by 2030. Figure 14.22 shows the concept.

14.13 Strategic Defence Initiative

The Strategic Defence Initiative (SDI) was the brain child of the then US President Ronald
Reagan. The programme was unveiled by him on 23 March 1983 through which he proposed
to use ground based and space based systems to offer protection to the United States and
its allies from strategic nuclear warhead equipped ballistic missiles. The programme was
nicknamed the ‘Star Wars’ programme after the popular 1977 film by George Lucas. The SDI
programme as envisaged by the US President was studied in detail by the Strategic Defence
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Figure 14.22 Collaborative Space based laser concept of JAXA and Osaka University

Initiative Organization (SDIO) set up in 1984 within the United States Department of Defence.
Defence strategists and scientists described the programme as highly ambitious and felt that
its implementation was not feasible with the then existing technology. Subsequently in 1993,
the programme was renamed as the Ballistic Missile Defence Organization (BMDO) by the
then US President Bill Clinton. The programme was modified with the emphasis shifting
from national missile defence to theatre missile defence and its scope reduced from global
coverage to regional coverage. Though the programme was never fully realized as envisaged;
the research work carried out and the technologies developed under the programme have led to
development of some of the contemporary anti-ballistic missile systems. The SDI programme
witnessed the initiation and development of many technologies and products, some successful
and some not-so-successful and some unsuccessful, which included ground based programmes,
directed energy weapon (DEW) programmes, space programmes, sensor programmes and
countermeasures programmes. In the following paragraphs, the major technologies and systems
initiated under the SDI programme are briefly discussed.

14.13.1 Ground Based Programmes

Prominent ground based programmes included the Extended Range Interceptor (ERINT),
Homing Overlay Experiment (HOE) and Exoatmospheric Re-entry Vehicle Interception Sys-
tem (ERIS). Each one of these is briefly described in the following paragraphs.

14.13.1.1 Extended Range Interceptor (ERINT)

The ERINT programme was an extension of the Flexible lightweight agile guided experiment
(FLAGE) involving the development of a small, agile radar homing hit-to-kill vehicle. FLAGE
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was tested successfully by targeting a MGM-52 Lance missile in flight. The test was conducted
at the White Missile Range in 1987. ERINT was the follow-on to the FLAGE experiment.
ERINT used a new solid propellant rocket motor, which allowed the missile to fly faster and
higher than FLAGE. ERINT also had an upgraded design including addition of aerodynamic
manoeuvring fins and attitude control motors, which increased the range. With the new guidance
technology, the missile was designed to be used primarily against manoeuvring tactical missiles
and secondly against air-breathing aircraft and cruise missiles. The first flight test of ERINT
(Figure 14.23) was conducted at the White Sands Missile Range in June 1992 followed by
another successful test in August 1992. These two preliminary tests did not attempt to hit
target missiles. Preliminary testing with three direct hits simulating theatre missile defence
was concluded in November 1993. This was followed by another test in June 1994 where
it was used to destroy a drone to establish the accuracy of its guidance system. ERINT was

Figure 14.23 Flight test of ERINT (Photo Courtesy of U.S. Army)
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subsequently selected as the new missile for the Patriot advanced capability-3 system (PAC-3)
mainly because of its increased range, accuracy and lethality, all in a smaller package.

14.13.1.2 Homing Overlay Experiment (HOE)

The HOE of the US army was the first to demonstrate the concept of exoatmospheric hit-to-kill
to intercept and destroy ballistic missiles. The US army started a technology demonstration
programme in the mid 1970s to validate the emerging technologies designed to have non-
nuclear hit-to-kill intercepts of Soviet ballistic missiles in space. Planning began in 1976 and
the contract for development of interceptor was awarded to Lockheed Martin in August 1978.
The interceptor of the HOE programme consisted of Minuteman-I launch stages carrying the
homing and kill vehicle. The Kinetic Kill Vehicle (KKV) was equipped with an infrared seeker,
guidance electronics and a propulsion system. The infrared seeker allowed the interceptor to
guide itself into the path of an incoming ballistic missile warhead and collide with it.

Four flight tests were carried out in February 1983, May 1983, December 1983 and June
1984. Each of the four tests involved launching a target from Vandenberg Air Force Base in
California and an HOE interceptor from the Kwajalein Missile Range in the Republic of the
Marshall Islands in the Pacific. Figure 14.24 shows the HOE test vehicle. The first three tests
did not achieve a successful intercept with the targeted vehicle. In the fourth test in June 1984,

Figure 14.24 Homing Overlay Experiment (HOE) test vehicle
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the kinetic kill vehicle interceptor did find the Minuteman intercontinental ballistic missile re-
entry vehicle in space and guided itself to an intercept and finally destroyed the target through
collision. Both target and interceptor had sensors, which along with ground based radars and
airborne optical sensors produced data to show that the target was destroyed by the collision
of the interceptor and not by an explosive charge after a near miss. The data also produced
evidence that the interceptor guided itself to the target with the help of its infrared homing
sensor. Using an explosive charge to destroy the target in the event of a near miss was a part
of the deception programme, which was reportedly discontinued before the third flight test.
In the first two tests though in place; it could not alter the result as the interceptor missed the
target by large distances.

The intercept vehicle had a fixed fragment net intended to increase the lethal radius of the
interceptor. It consisted of 36 aluminium ribs with stainless steel fragments that increased the
interceptor size to achieve greater probability of target hit. The structure of the ribs was kept
folded in flight and was deployed shortly before intercept. Once deployed, this umbrella-like
web had a spread of about 4 m diameter.

14.13.1.3 Exoatmospheric Re-entry Vehicle Interception System (ERIS)

Development of ERIS began in 1985. The ERIS programme was an extension of the HOE
programme and was built on the technologies tested during the HOE programme. ERIS was
made up of the second and third stages of Minuteman ICBM and had a kill vehicle equipped
with a long wave infrared scanning seeker. The sensor and guidance technology of the ERIS
KKV (kinetic kill vehicle) was based on the experience learned from the HOE tests. The ERIS
KKV with its inflatable octagonal kill enhancer was significantly smaller and lighter than the
HOE KKV.

The first test of the ERIS KKV was conducted on 28 January 1991. The intercept vehicle
successfully detected and intercepted a mock ICBM warhead launched from Vandenberg Air
Force Base. It was the first time that an SDI experiment attempted an interception in a counter-
measures environment by discriminating against decoys. The target re-entry vehicle deployed
two balloon decoys on either side. The KKV was pre-programmed to hit the centre target that
was the warhead.

The second and final test was conducted on 13 May 1992, when the intercept vehicle was
targeted against a Minuteman-I ICBM. Though the test was a partial failure and the kill vehicle
did not achieve a direct intercept; nevertheless the test met the primary targeted objectives of
collection of radiometric data on the target and decoys, acquisition and resolution of threat
and demonstration of target handover. Two of the originally planned four tests were cancelled.
Due to the change in the global situation after the end of the cold war, the SDI programme was
reoriented in the early 1990s and the ERIS programme was not developed into an operational
system. The experiences of the ERIS programme were used to advantage in the successful
development and deployment of the next generation of exoatmospheric kill vehicles.

14.13.2 Directed Energy Weapon Programmes

The prominent directed energy weapon programmes included a nuclear explosion powered
X-ray laser cluster aimed at targeting multiple warheads simultaneously, a chemical laser for use
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as anti-ballistic missile and anti-satellite weapon, a particle beam accelerator and a hyperve-
locity rail gun. Each of these programmes is briefly described in the following paragraphs.

14.13.2.1 Nuclear Explosion Powered X-Ray Laser

The programme involved development of a nuclear explosion powered cluster of X-ray lasers
that would be deployed using a series of submarine launched missiles or satellites. This curtain
of nuclear energy powered X-ray lasers was intended to be used to shoot down many incoming
warheads simultaneously. The first test, known as the Cabra event, was performed in March
1983 and was a failure. The failure of the first test was one of the primary reasons for opposition
to the programme from critics who argued that X-ray lasers would not offer any significant
advantage as an option for ballistic missile defence. However the programme offered many
spin-off benefits. The knowledge gained from the programme led to the development of X-
ray lasers for biological imaging, 3D holograms of living organisms and advanced materials
research.

14.13.2.2 Chemical Lasers

Under this programme, SDIO (Strategic Defence Initiative Organisation) funded the devel-
opment of a Deuterium Fluoride (DF) laser system called Mid Infrared Advanced Chemical
Laser (MIRACL). The MIRACL system (Figure 14.25) was first tested in 1985 in a simulated
set up at the White Sands Missile Range. The test set up simulated the conditions the booster
was likely to be in during the boost phase of its launch. The laser was subsequently tested
on drones simulating cruise missiles with some success. The laser was also tested on an US
Air Force satellite to demonstrate its capability as anti-satellite weapon, though with mixed
results. The technologies developed during the MIRACL programme were subsequently used

Figure 14.25 MIRACL system (Courtesy: US Army)
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to develop the Tactical High Energy Laser (THEL) system, which is in use against artillery
shells. Airborne Laser (ABL) and Advanced Tactical Laser (ATL) are the other key chemical
laser systems that have been successfully developed and tested after the closure of SDI. Both
ABL and ATL are Chemical Oxy-iodine Laser (COIL) systems configured on aerial platforms.
These are described in section 14.14.5 on ‘Important laser sources’.

14.13.2.3 Particle Beam Accelerator

This is a programme aimed at establishing the operation of particle beam accelerators in space
called BEAR (Beam Experiment Aboard Rocket) using a sounding rocket to carry a neutral
particle beam accelerator into space. The experiment conducted in July 1989 successfully
established that a particle beam would propagate in space as predicted. A spin-off of the
technology was its use for management of nuclear waste by reducing the half life of nuclear
waste using transmutation technology driven by an accelerator.

14.13.2.4 Hypervelocity Rail Gun

The SDI hypervelocity rail gun experiment was named the Compact High Energy Capacitor
Module Advanced Technology Experiment (CHECMATE). A hypervelocity rail gun is similar
to a particle accelerator in the sense that it converts electrical potential energy into kinetic
energy that is imparted to the projectile. It differs from conventional mass accelerators as here
no gases are used. It differs from conventional electromagnetic accelerators in the sense that
in the case of rail gun, the magnetic field trails behind the projectile at all times. A conductive
pellet, which constitutes the projectile in this case, is attracted down the rails by the magnetic
forces produced as a result of gigantic current impulse of the order of hundreds of thousands
of amperes flowing through the rail thereby generating muzzle velocities greater than 35 km
per second.

Hypervelocity rail guns were considered as an attractive alternative to the space based
defence system because of their projected capability to quickly shoot at multiple targets.
There are however many technological challenges. Early prototypes were essentially single
use weapons due to rapid erosion of rail surfaces as a result of very high values of current and
voltage. Another challenge is the survivability of projectile, which experiences an acceleration
force of greater than 100 000 g. Any on-board guidance system would also need to withstand
same level of acceleration force.

14.13.3 Space Programmes

Space based programmes under the SDI saw the development of space based interceptors. One
such activity was a non-nuclear system of satellite based miniature missiles called Brilliant
Pebbles. These mini missiles used high velocity kinetic energy warheads. The system was
designed to operate in conjunction with the Brilliant Eyes sensor system to detect and destroy
the target missiles. The Brilliant Pebbles system was designed and developed by Lawrence
Livermore National Laboratory during the period 1988–1994.
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14.13.4 Sensor Programmes

Prominent activities under the SDI’s sensor programme included the Boost Surveillance and
Tracking System (BSTS), Space Surveillance and Tracking System (SSTS) and Brilliant Eyes.
BSTS was designed to assist detection of missiles during the boost phase. SSTS was originally
designed to track ballistic missiles during the mid course phase. The Brilliant Eyes system was
a derivative of SSTS and was designed to operate in conjunction with the Brilliant Pebbles
system. Yet another programme that was used to test several sensor related technologies was
the Delta 183 programme. The programme was so named as per the designation of the launch
vehicle. The Delta 183 programme was initially conceived as a collaborative effort between the
erstwhile Soviet Union and the United States. The Soviet Union subsequently withdrew from
the programme and the United States proceeded without Soviet participation. The programme
was reconfigured to carry several sensor payloads, which included an ensemble of imagers
and photo sensors covering visible and ultraviolet bands, long wave infrared imager, laser
detection and ranging device and a UV intensified CCD video camera. Figure 14.26 shows the
exploded view of the Delta Star spacecraft. The long wave infrared imager was adapted from
the guidance and control section of a Maverick missile. Different sensor payloads on board
Delta Star were used to observe several missile launches. A great deal of data was generated on
the performance of sensors. In some of these experiments, sensor performance was evaluated
in the presence of countermeasures. The countermeasures scenario was created by the release
of liquid propellant during launch of the missile.

Figure 14.26 Delta Star spacecraft

14.14 Directed Energy Laser Weapons

Kinetic energy weapons transport mass to target in order to cause the destructive effect. Kinetic
energy weapons, unguided or guided, have their respective advantages and disadvantages.
However they have a common drawback, which is inherent in the mode of their travel from
source to target and the mechanism of transfer of energy to the target. Both types transfer
the energy to the target through a physical object such as a projectile, which must travel a
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certain distance through the medium from source to target. One would like the time taken
by the projectile to travel from the launch source to the target to be as short as possible.
However, practical considerations put a limit on the maximum possible projectile velocity and
hence the minimum achievable travel time. Efforts are on to increase the projectile velocity
by developing a device called a rail gun that employs plasma driven by a magnetic field to
accelerate the projectile to velocities exceeding 40 km/s.

Use of high energy laser weapons overcomes all the limitations of conventional kinetic
energy weapons besides offering many new advantages. Belonging to the category of directed
energy weapons, these high energy laser weapons once deployed on a mass scale will render
obsolete many weapon systems hitherto considered unbeatable.

14.14.1 Advantages

The main advantages of laser based directed energy weapons include speed-of-light delivery,
multiple target engagement and rapid re-targeting capability, deep magazine, low incremental
cost per shot, no effect of gravity and immunity to electromagnetic interference.

• Speed-of-light delivery. Laser weapons engage targets at the speed of light with essentially
no time of flight required as compared to projectile weapons. This feature makes them
highly effective.

• Multiple target engagements and rapid re-targeting. As laser weapons are constantly
powered by recharging their chemical or electrical energy stores, they can engage multiple
targets very quickly. Shifting from one target to another involves only re-pointing and re-
focusing of the beam directing optical system.

• Deep magazines. The total number of shots a laser can fire is only limited either by the
amount of chemical fuel (in case of chemical lasers) or electrical power (in case of solid-state
lasers).

• Low incremental cost per shot. Projectile weapon systems, guided missile systems in
particular, expend a lot of expensive hardware (i.e., rocket motors, guidance systems, avion-
ics, seekers, airframes etc.) every time they fire. In the case of laser weapons, the cost of
each laser firing is essentially the cost of the chemical fuel or the electrical power consumed
and tends to be quite low.

• No influence of gravity. Laser pointing is practically without any inertia and a light bullet
has no mass and hence no mid-course correction is needed.

• Immunity to electromagnetic interference. Generation and transfer of lethal laser power
to the target is purely in the optical spectrum and hence is immune to any electromagnetic
interference and jamming.

14.14.2 Limitations

Limitations of laser based directed energy weapons include atmospheric attenuation and tur-
bulence, requirement of finite dwell time, line-of-sight dependence, large size and weight, high
power consumption and minimal effects on hardened structures.
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• Atmospheric attenuation and turbulence. The effectiveness of the laser weapon is highly
affected by atmospheric conditions due to attenuation (absorption and scattering by airborne
particles and gas molecules) and turbulence that deforms the laser beam wave front and
increases the laser beam spot size at the target.

• Finite dwell time. Unlike projectile weapons that instantly destroy the target upon impact,
laser weapons require a minimum dwell time of the order of 3 to 5 seconds to deposit sufficient
energy for target destruction.

• Line-of-sight dependence. Laser weapons require direct line-of-sight to engage a target.
Their effectiveness is reduced or neutralized by the presence of any object or structure in
front of the target that cannot be burned through.

• Large size and weight. Laser based directed energy weapons are very bulky in size and
hence the size and weight of these systems poses a big limitation to their usage.

• High power consumption. One of the major practical problems of laser based directed
energy weapons is their high power consumption. Existing laser sources are inefficient and
most of the input power is wasted as heat. As a result, these lasers would need a massive
power source and a complex thermal management system. The problem of the requirement of
huge electrical power would be lessened if the laser weapon were installed at a static location
near an electrical power plant or if it were powered by nuclear energy. Gas Dynamic Laser
(GDL), chemical lasers like the Chemical Oxy-iodine Laser (COIL) and Deuterium Fluoride
(DF) lasers do not suffer from this problem. In the case of GDL, the input energy required for
the laser action comes from ignition of mixture of fuel and oxidizer. In the case of chemical
lasers, energy is released in a chemical reaction. The chemical reaction is between hydrogen
peroxide and iodine in the case of the COIL and between atomic fluorine and deuterium in
the case of the DF laser. Thermal management however remains an issue in most cases.

• Minimal effects on hardened structures. Laser weapons will produce minimal or no
effect on hardened structures, i.e. bunkered buildings and armoured vehicles. In these cases,
they will be effective only in disabling vulnerable components used on these structures such
as antennas, sensors and external fuel stores.

14.14.3 Directed Energy Laser Weapon Components

The directed energy laser weapon is an integration of many complex systems and the magni-
tude of complexity is proportional to the output laser power generated by the system and the
deployment scenario. Figure 14.27 shows the important components of a laser weapon system.
The high energy laser weapon system essentially comprises two major subsystems, namely
the Laser Source and the Beam Control System. Each of the two systems comprises a number
of subsystems. The overall system performance, the irradiance on target and the time to kill a
target are affected by the performance of each of these subsystems.

The laser beam from the high energy laser system while travelling through the atmosphere is
affected by it in different ways such as attenuation due to absorption and scattering and defocus
due to blooming. Beam transmission/propagation describes the effects on the beam after it
leaves the output aperture of the laser system and travels through the battlefield environment to
the target. The optical stability of the platform and beam interactions with the particles in the
atmosphere (both molecules and aerosol particles) primarily determine laser beam quality at
the target. Beam quality is a measure of how effective the laser weapon system is in producing
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Figure 14.27 Components of a directed energy laser weapon system

the desired value of power/energy density at the target. Lethality defines the total energy
and/or fluence level required to defeat specific targets. Laser energy must couple efficiently
to the target material so as to exceed a certain failure threshold value. Laser output power
and beam quality, atmospheric effects and laser target coupling efficiency are the key factors
for determining whether the laser system has sufficient fluence to neutralize or incapacitate a
specific target.

14.14.4 Important Design Parametres

Parameters that largely govern the design of a directed energy laser weapon system include
operational wavelength, beam quality, telescope aperture, transmission losses and power scal-
ability.

• Operational wavelength. Operational wavelength is the most important design parameter
as its choice has a bearing on almost all of the other design parameters influencing the overall
efficacy of the weapon system. For the same laser output power and transmitting telescope
aperture, a directed energy laser system with 1 micron source such as COIL and solid-state
lasers would have an operational range that is approximately ten times that of a similar
system with a 10 micron laser source like a carbon dioxide laser for a given power density
requirement at the target. It may be mentioned here that the amount of laser energy absorbed
by the target material, called coupling efficiency, increases for shorter wavelengths.

• Beam quality. Beam quality is essentially a measure of how tightly the laser beam can be
focused to form a small and intense spot of light on a distant target. The ideal value of beam
quality (B) is 1 and it signifies that the laser spot size at the target is limited only by the
laws of diffraction. For a real laser beam, the value of B is greater than one, and hence the
focused spot size is larger than the diffraction limited spot size. One of the most challenging
tasks is maintenance of good laser beam quality as the output power level is scaled up.
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• Telescope aperture. This determines the focusing ability of the laser system. Increasing
the aperture size of the telescope will produce tighter focusing and hence increased laser
power densities at the target

• Transmission characteristics. The transmission characteristics of the atmosphere in re-
lation to different wavelengths is another very important criterion. As the laser beam has to
propagate over long atmospheric paths, it is important that the laser wavelength should have
minimum transmission losses. The atmosphere exhibits transmission windows in 0.4 – 1.7
microns (Visible – NIR), 3 – 5 microns (MWIR) and 8 – 14 microns (FWIR) bands shown
in Figure 14.28. It is therefore important that the operational wavelength of the laser falls
within one of these transmission windows.
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Figure 14.28 Transmission characteristics of atmosphere

• Power scalability. This is yet another important issue, especially when it comes to design-
ing directed energy laser weapons for long range strategic applications. The basic physics
and technology of the laser system design and architecture should be such as to allow power
scaling to the megawatt level typically needed for most of long range strategic programmes.

14.14.5 Important Laser Sources

Not all laser sources meet the requirements of power scale-up. The elite categories of laser
sources that qualify for directed energy laser weapon system applications include Gas Dynamic
CO2 Laser, Chemical Lasers such as HF/DF laser and Chemical Oxy-Iodine Laser (COIL),
solid state lasers and fiber lasers.

14.14.5.1 Gas Dynamic CO2 Laser

The gas dynamic CO2 laser is a molecular laser with carbon dioxide gas (CO2) as the lasing
medium. Nitrogen is added to enhance the population inversion in the lasing medium. The
laser system essentially comprises a combustion chamber, a nozzle bank, a resonant cavity and
a diffuser. In addition, an aerodynamic window is used as an interface between the cavity and
the atmosphere. In the combustion chamber, the CO2 laser gas mixture is initially generated
at very high temperature and pressure by combustion of fuel and oxidizer. Toluene as fuel
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and air as oxidizer is commonly used. In this region, due to the elevated temperatures, the
population of both the lower and the upper laser levels increase. However, the population of
the lower laser level remains higher than that of the upper laser level. This gas mixture is then
expanded adiabatically to very low pressures of the order of 20 to 30 torr through a bank of
expansion nozzles. Due to this sudden reduction in pressure, the populations of both the levels
tend to relax. However, the upper laser level relaxes slowly as the upper laser level lifetime is
much longer as compared to the lifetime of the lower laser level. Due to this, the population of
the upper laser level remains higher than the population of the lower laser level over a fairly
extended region in the laser cavity. The gas pressure is then recovered in the diffuser from
where the gases are directly exhausted into the atmosphere. Figure 14.29 shows the schematic
diagram of a gas dynamic CO2 laser.

Figure 14.29 Schematic diagram of gas dynamic CO2 laser

The gas dynamic laser is a proven technology and is safe and non-toxic to work with.
Cavity pressure is relatively higher as compared to other chemical lasers, which makes it
easier to exhaust the used gases to the atmosphere. However, a larger wavelength of 10.6
microns necessitates a larger telescope aperture. Also, it is affected more severely as compared
to 1 micron lasers in humid conditions. An Airborne laser laboratory (ALL) configured on a
modified NKC-135A aircraft employing gas dynamic CO2 laser is the United States Air Force’s
test platform for directed energy laser weapon research. The aircraft also carries several low
power lasers for the purpose of alignment and diagnostics. The programme is aimed at a
demonstration of high energy laser weapon effectiveness in the interception and destruction
of ballistic missiles. The laser source and the pointing/tracking systems of ALL are housed in
the forward fuselage. Figure 14.30 shows a photograph of the system.

14.14.5.2 Chemical Lasers

Two common chemical lasers worthy of being used as directed energy laser weapons include
the Hydrogen Fluoride/Deuterium Fluoride (HF/ DF) laser and the Chemical Oxy-iodine Laser
(COIL). In the case of the HF/DF laser, energy liberated from an exothermic chemical reaction
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Figure 14.30 Airborne laser lab (ALL) (Courtesy: US Air Force)

is used for producing population inversion. Figure 14.31 shows the basic components of a
combustion driven DF laser. Fluorine atoms are produced through combustion of NF3 and
molecular hydrogen through a chemical reaction process. The atomic fluorine is supersonically
expanded through a nozzle assembly producing a temperature of 300 – 500 K and a pressure
of 5 – 10 torr in the gain region. Molecular deuterium is then injected into this supersonic
expansion assembly through a large number of very small nozzles to enable good mixing and
efficient reaction with atomic fluorine to produce vibrationally excited DF molecules for lasing.
The laser beam is extracted using a resonant cavity. A diffuser assembly is used to recover the
pressure for suitable exhaust of the lasing gases.
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Figure 14.31 Schematic diagram of DF laser system

HF laser is realized by replacing deuterium with hydrogen. Figure 14.32 shows the block
diagram of the HF laser system. DF laser output propagates well through atmosphere due
to the good transmission characteristics at its operational wavelength of 3.6 microns. On the
other hand, due to poor atmospheric transmission at 2.7 microns, HF laser output suffers
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Figure 14.32 Schematic diagram of HF laser system

heavy attenuation. As a result, HF lasers are suitable only for space-based directed energy
laser systems. The HF/DF lasers offer higher specific energies and relatively smaller sizes
as compared to gas dynamic CO2 lasers. The HF/DF laser however involves highly toxic
and explosive gases and therefore needs very complex logistics. MIRACL (USA) with output
power up to 2.2 MW is a well-known DF laser.

14.14.5.3 Chemical Oxy-Iodine Laser (COIL)

COIL due to its shorter operational wavelength of 1.3 microns is becoming increasingly popular
for directed energy laser weapon applications. Figure 14.33 shows the schematic diagram of a
COIL laser. The pump source is singlet oxygen produced by the chemical reaction of chlorine
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Figure 14.33 Schematic diagram of COIL laser system
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gas with liquid basic hydrogen peroxide. The singlet oxygen is then routed to a nozzle bank
where it is mixed with molecular iodine. The singlet oxygen transfers its energy to iodine
molecules through collisional energy transfer and generates excited iodine atoms in the cavity
region from where the laser is extracted.

COIL output at 1.3 microns has good transmission through the atmosphere, requires a
smaller aperture for the beam director for a given laser spot size on the target and offers
good target coupling efficiency. Other features include high specific energy and absence of
toxicity hazards. However, due to low cavity pressure of approximately two to three torr, there
is the requirement of a complex pressure recovery system for ground based applications. The
pressure recovery requirement is not that stringent for the space borne COIL system due to
relatively lower outside pressure.

The Air Borne Laser (ABL) configured on a modified Boeing 747 aircraft called YAL-1A
using COIL with an output power of 1.2 MW is one such system designed to destroy missiles
during boost phase. Figure 14.34(a) shows the cutaway of the airborne laser and Figure 14.34(b)
shows the ABL system in action to destroy missile. The technologies developed under the

Figure 14.34 Air Borne Laser (ABL)
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ABL programme could lead to development of directed energy laser systems for targeting
space assets. The Advanced Tactical Taser (ATL) configured on a C-130H Hercules aircraft
is another example of COIL laser (Figure 14.35). The laser was successfully test fired in May
2008. The ATL system is envisioned to offer the mobility of a small aircraft, high-resolution
imagery for target identification and the ability to localize damage to a small area of less than
a foot in diameter from a range of 5 to 10 km. The ATL system has the capability to disable
communication lines and radio and TV broadcast antennas, neutralize satellite and radar dishes,
break electrical power lines and transformers, incapacitate individual vehicles and so on.

Figure 14.35 Advanced Tactical Laser (ATL) (Courtesy: US Air Force)

14.14.5.4 Solid State Lasers

Solid-state lasers are electrically driven devices. Pumping of the gain medium for producing
population inversion is achieved by semiconductor laser diode bar arrays. The all solid-state
configuration offers unmatched advantages in terms of compactness, robustness, reliability and
logistic simplicity. However, with the present status of solid-state laser technology, solid state
lasers cannot match the output power levels of the order of megawatts possible with chemical
lasers. The thrust of the present technology is to realize solid-state laser sources with an output
power level of hundreds of kilowatts. These sources will be utilized for tactical battlefield
operations that do not demand a megawatt class power level.

The technology of electrically driven solid-state lasers is well established with the advantages
of high electrical-to-optical conversion efficiency, robustness and compact sizes. However,
power scaling of solid-state lasers is limited by thermo-mechanical distortions caused by waste
heat deposited in the gain medium by optical pumping. In the case of chemical lasers, the waste
heat is removed and ejected out with the gas mixture at a high flow rate thereby allowing power
scale up to very high levels with good laser beam quality. Chemical lasers are presently the
most favored choice for long range applications because of their proven scalability to high
power levels with good beam quality.
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The requirement of a compact and mobile laser weapon system is driving the technology
development of power scalable solid-state lasers. The recent development in heat capacity
disk laser technologies and the demonstration of a heat capacity disk laser system with an
output power of 67 kW, developed by the Lawrence Livermore National Laboratory, USA
has generated interest internationally in solid-state laser systems as futuristic high power laser
weapon systems. In addition to being robust, compact and free from the safety hazards usually
associated with chemical lasers, solid state lasers offer all of the other advantages associated
with shorter wavelength operation.

14.14.5.5 Fibre Lasers

The technology of fibre lasers is the most advanced among all the solid-state laser technologies
available today. The basic configuration of a fibre laser as shown in Figure 14.36 comprises
a gain medium in the form of a long optical fibre of suitable material doped with lasing ions.
For high power operation, ytterbium doped glass fibre is typically used. The entire fibre length
is pumped with a large number of single emitter fibre coupled laser diode arrays. The laser
resonator cavity is formed by embedding Bragg Grating reflectors at the two ends of the
fibre.

Bragg
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(High

Reflectivity)

Bragg
Grating
(Output
Coupler)

Laser BeamDouble Clad Fiber Coil

Diode Lasers

Figure 14.36 Schematic diagram of fibre laser

Due to the small aperture of the fibre of the order of few microns, the output laser beam is
emitted with diffraction limited beam quality resulting in output laser intensity that is nearly
two orders of magnitude higher as compared to that produced by conventional solid-state lasers
with the same output power. Also, since the resonator is formed within the fibre, there is no need
for free space optics thereby making the fibre laser extremely robust and reliable as compared
to other lasers.

The technology of a fibre laser is extremely complex. Single mode fibre lasers with output
power of 400 to 600 watts are commercially available. At IPG-Photonics, USA, the operation
of a 3 kW single mode fibre laser has been established. The inherent unmatched advantages
associated with fibre lasers have established it as a leading candidate for futuristic high power
laser systems. Power scalability to a level of 100 kW is being targeted by coherent laser beam
combination of multiple fibre laser beams.



Directed Energy Laser Weapons 649

14.14.6 Beam Control Technology

The objective of the beam control subsystem of a directed energy laser weapon system is to
acquire the intended target and point and focus the laser energy precisely at the designated
point on the target for a dwell time sufficient to cause the desired damage to the target. A beam
pointing system with a pointing accuracy of a few micro radians is an essential requirement of
a directed energy laser weapon system so as to be able to engage fast moving and maneuvering
aerial targets such as rockets, artillery shells, mortars, battlefield missiles, and aircraft and so
on. The critical requirement is to aim and maintain the laser beam on the vulnerable spot on
the target until a kill has been achieved. The beam control system comprises a beam transport
system, beam directing telescope, target acquisition and tracking system and adaptive optical
system

The beam transport system transfers laser radiation from the exit of the laser source where
it is generated to the gimbal mounted beam directing telescope. The beam is coupled to the
telescope system through a number of gimbal follower mirrors that ensure proper alignment of
the laser beam axis with the telescope axis irrespective of its orientation. The beam directing
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Figure 14.37 New surveillance concepts using satellites
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telescope focuses the laser beam precisely onto the target. A bore-sighted laser range finder
in closed loop operation keeps the laser beam focused on the target in the entire operating
range. The telescope aperture size controls the laser spot size and hence the lethal range of
the weapon system. The target acquisition and tracking system comprises a target acquisition
video camera which is either bore sighted or shared with the telescope system. The camera
acquires the target and tracks it by controlling the movement of the gimbal platform. Another
important component of the beam control system is the adaptive optical system that senses the
atmospheric aberrations and corrects them in real time.

14.15 Advanced Concepts

This section covers some of the advanced concepts that may become a reality in the next
decade or so. These include new surveillance concepts using satellites, long reach non-lethal
laser dazzler and long reach laser target designator.
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14.15.1 New Surveillance Concepts Using Satellites

This concept makes use of commercial or military satellites orbiting in LEO or MEO orbits as
RF illumination sources. Detection is done using antennas and receivers placed on the ground
[Figure 14.37(a)]. This will help to detect small and low observability air borne or near surface
objects. However, in this case the target is required to be in a straight line between the transmitter
and the receiver. This limitation can be removed by employing a separate receiving satellite or
a UAV to collect the radar scatter to detect the air borne threats as shown in Figure 14.37(b).

14.15.2 Long Reach Non-lethal Laser Dazzler

Laser dazzlers are non-lethal weapons that are used for temporary or flash blinding enemy
troops. They are line-of-sight weapons and generally have an operational range varying from
50 m to few km. Figure 14.38 shows an idea that can be used for making long reach non-lethal

Figure 14.38 Long reach non-lethal laser dazzler concept
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Figure 14.39 Long reach laser target designator concept

laser dazzlers. The concept highlighted here enables one to increase the range of the device
many times and removes the line-of-sight requirement.

It makes use of a reflective sphere placed on the satellite in the LEO or MEO orbit. A ground
based laser of sufficient power and required divergence is used to illuminate the sphere. The
direction of the laser can be changed to illuminate a different portion of the sphere in order to
irradiate the ground at the desired location.

14.15.3 Long Reach Laser Target Designator

In a laser guided munition deployment scenario, a laser target designator on the ground or
onboard an aircraft is used to illuminate a target. This radiation is scattered from the target
and the laser guided munition homes on to the target by sensing the scattered radiation. The
typical distance between the designator and the target is 5 to 15 km and line-of-sight is required
between the target and the designator.
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A long reach laser target designator can be designed to overcome the line-of-sight and
range limitation by employing the concept shown in Figure 14.39. It employs a sensor and a
laser source on the ground and an optically flat mirror in a satellite orbiting in LEO or MEO
orbit. This will allow the use of laser guided munitions even in the deepest denied areas. The
mirror is used for both sensing as well as laser designation functions. The sensor determines
the approximate location of the desired target. The area is imaged with the ground sensor by
making use of the mirror onboard the satellite. The desired area is selected by using the attitude
control subsystem of the satellite. When the target is detected, the laser beam from a ground
based laser designator is reflected off the same mirror and is aimed at the target. Another
variation could be that the imaging sensor is placed on the satellite itself.
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Glossary
COMINT (communication intelligence) satellites: These satellites perform covert interception of for-
eign communications in order to determine the content of these messages. As most of these messages
are encrypted, they use various computer-processing techniques to decrypt the messages
DSCS satellites: DSCS stands for Defense satellite communication systems. Launched by the USA,
satellites in this series are intended for providing wideband military communication services
DMSP satellites: DMSP stands for Defence meteorological satellite program. It is an American military
weather forecasting satellite programme
Early warning satellites: Early warning satellites provide timely information on the launch of missiles,
military aircraft and nuclear explosions to military commanders on the ground
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Electro-optical satellites: Electro-optical satellites provide full-spectrum photographic images in the
visible and the IR bands
ELINT (electronic intelligence) satellites: ELINT satellites are used for the analysis of non-
communication electronic transmissions. This includes telemetry from missile tests (TELINT) or radar
transmitters (RADINT)
IMINT (Image Intelligence) satellites: IMINT satellites provide detailed high resolution images and
maps of geographical areas, military installations and activities, troop positions and other places of
military interest
Milstar satellites: Milstar satellites are American military communication satellites belonging to the
category of protected satellite systems
Protected satellite systems: Protected satellite systems provide communication services to mobile users
on ships, aircraft and land vehicles
PHOTOINT or optical imaging satellites: These satellites have visible light sensors that detect missile
launches and take images of enemy weapons on the ground
Reconnaissance satellites: Reconnaissance satellites, also known as spy satellites, provide intelligence
information on the military activities of foreign countries
SIGINT (Signal intelligence) satellites: These satellites detect transmissions from broadcast commu-
nication systems such as radar, radio and other electronic systems. They can also intercept and track
mobile phone conversations, radio signals and microwave transmissions
Tactical satellite systems: Tactical satellite systems are used for communication with small mobile land
based, air-borne and ship-borne tactical terminals
Vela satellites: Vela satellites are American satellites of the 1960s intended for detection of a nuclear
explosion
Wideband satellite systems: These systems provide point-to-point or networked moderate to high data
rate communication services at distances varying from in-theater to intercontinental distances
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